A theory of entrepreneurship is crucial to a theory of the market process. Mainstream economics has failed to tackle adequately the problem of how economic agents improve their knowledge in a disequilibrium setting.

This book redresses this need by developing a dynamic theory of entrepreneurship. The author applies Karl Popper’s ideas, developed in the context of the growth of scientific knowledge, to economic behaviour. The work:

- explores the implications of the growth of knowledge approach for entrepreneurship and learning behaviour;
- discusses the role of the market in screening entrepreneurial ideas;
- examines the philosophy and practical difficulties confronting entrepreneurs in interpreting market evidence;
- characterizes the market as an interpersonal problem-solving process;
- analyses the continuity and coherency of market processes.

The methodological approach successfully applies Popper’s philosophy to the problem of how entrepreneurs learn in the light of experience and feedback from the market. As such, it provides a valuable new view of the market process as a learning procedure for generating and testing entrepreneurial ideas.
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A central theme of this series is the importance of understanding and assessing the market economy from a perspective broader than the static economics of perfect competition and Pareto optimality. Such a perspective sees markets as casual processes generated by the preferences, expectations and beliefs of economic agents. The creative acts of entrepreneurship that uncover new information about preferences, prices and technology are central to these processes with respect to their ability to promote the discovery and use of knowledge in society.

The market economy consists of a set of institutions that facilitate voluntary cooperation and exchange among individuals. These institutions include the legal and ethical framework as well as more narrowly ‘economic’ patterns of social interaction. Thus the law, legal institutions and cultural or ethical norms, as well as ordinary business practices and monetary phenomena, fall within the analytical domain of the economist.
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This book has something new and important to say. It is finally dawning on the economics profession that entrepreneurship is a central concept in economic theory, and not just a peripheral subject somewhere between economics and sociology. A key issue in twentieth-century economics has been the operation of the market system, in its many different guises – labour markets, product markets, capital markets, and so on. Economists have been slow to realise, though, that they need to explain not only how a given system of markets works, but also how the market system emerges in the first place. To do this properly it is necessary to recognise that the market system is a special kind of economic institution – one that is designed to encourage people to reveal their true valuation of different goods and services, and to facilitate the reallocation of goods to those who value them most. The institutional framework of the market system evolves continually, creating new markets (and closing down old ones) in response to newly expressed demands and newly available supplies. The evolution of the system is driven by profit-seeking entrepreneurs. In the final analysis, it is entrepreneurship which explains why we have the configuration of markets that we have, and not some other configuration instead.

But how do entrepreneurs know what new markets to set up? They don’t – if to know means to believe with certainty what is actually true. Do they just make guesses, then – is entrepreneurial success just a matter of luck? It is David Harper’s thesis that entrepreneurs, though they are less than certain, do more than just guess. Entrepreneurs act on the basis of hypotheses. Just as scientific investigators formulate hypotheses which they test out experimentally, so entrepreneurs formulate hypotheses which they test out in the market environment. Precisely how they conduct these
tests, and how they learn from these tests, is the central theme of this book. Speaking rather naively, hypotheses that are not falsified normally lead to successful market innovations. Hypotheses which appear to be falsified may be associated with short-run failure: but something is learnt when a hypothesis is falsified which may prove of inestimable value later on. The hypothesis may be refined, and a more sophisticated version may lead to an innovation of a more fundamental type. This is one reason why pioneers themselves do not always benefit as much from their efforts as those who follow along behind and learn from their mistakes.

The view of entrepreneurship presented by David Harper has the particular strength that it embeds the study of entrepreneurship within the wider issue of the growth of knowledge. Entrepreneurial activity accumulates knowledge of human wants, and of human productive capacities, according to much the same principles as scientific research accumulates knowledge of nature. There are important differences, of course, as the author makes clear. In particular, human subjects who know what others know about them can choose to act in an unpredictable way, thereby defeating attempts to control them. Nature, on the other hand, is more naive. But this difference should not obscure the fact that we learn about the behaviour of people in the aggregate in much the same way that we learn about nature – by constructing hypotheses, by acting on these hypotheses, and by appraising the results. Embedding the study of entrepreneurship within this wider context affords the range of insights which appear throughout the book.

So far as the economics profession is concerned, however, the most important point is a more specific one. The concept of learning employed by David Harper is far more sophisticated than the concept of learning employed in more conventional models. Conventional models of learning, based, for example, on Bayes’s Rule, are usually concerned with the routine accumulation of ever-increasing amounts of data on the same subject, rather than with the imaginative synthesis of data on different subjects. They are usually concerned with refining the estimates of an economic parameter whose relevance is already established, rather than with testing hypotheses about which particular parameters are relevant and which are not.

David Harper’s concept of entrepreneurial learning is far closer to the kind of learning that drives the evolution of the market system than is the conventional concept. His work therefore not only identifies an issue which has been seriously neglected by the
economics profession, but also provides the conceptual apparatus with which it can be analysed in a more relevant way.

This book is based on David Harper’s PhD thesis. As most academics are aware, the supervision of a PhD can be a long and painful process for both the supervisor and the supervisee. That is why it is important for scholars to choose PhD candidates with care. David Harpers PhD was somewhat unusual in two respects. For a start, he had written a large amount of it on his own initiative before finally registering for a PhD at Reading. Rather than us choosing him, it seems that he chose us as a suitable institution to help him finish off his work. This in turn produced the unusual scenario of someone completing their PhD ahead of schedule. Second, the process of supervision was unusually enjoyable, so far as I am concerned, at least. At the risk of repeating what (in other contexts) has become a cliché, I am sure that I learnt as much from him as he did from me. The PhD was like other PhDs in one respect, however – namely that when submitted it was a truly colossal work. It was so weighty, when finally bound, that it could be classified as an offensive weapon as well as a piece of research. No doubt the publisher is as much relieved as I am that the thesis has now shrunk to a size at which it can be offered to a wider readership. It is still a fairly substantial tome, but its content is equally substantial. Each page will therefore repay careful study.

Mark Casson
University of Reading
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Part I

BACKGROUND AND INTRODUCTION
Beliefs are part of the fabric of economic life, woven into it in such a way that they cannot be taken out without disintegration of the cloth.

(Bacharach 1986:178)

1.1 WHY DO WE NEED A THEORY OF ENTREPRENEURSHIP?

The objectives of this work are to explain entrepreneurial learning and to make some first steps in accounting for the ‘endogenous’ dynamics of the market process. In order to explain the disequilibrium process through which markets move, it is necessary to have a theory of entrepreneurship. Entrepreneurship is here defined as profit-seeking activity aimed at identifying and solving ill-specified problems in structurally uncertain and complex situations. It involves the discovery and creation of new ends–means frameworks, rather than the allocation of given means in the pursuit of given ends (see Chapter 3 for a more detailed description of entrepreneurship). It has been shown convincingly elsewhere that the market process cannot function, even within the market for a single commodity, if all market participants are assumed to be non-entrepreneurial maximisers who react mechanically to changes enforced upon them by external circumstances over which they have no control (Hayek 1949: ch. 5; Kirzner 1962a, 1973). Such an approach leaves the market process unexplained. This book aims to address this problem by laying the groundwork for a dynamic theory of how entrepreneurs learn. A theory of entrepreneurial learning is a prerequisite to any explanation of sequential entrepreneurial decision-making, and thus to any theory of the dynamics of the market process. It is crucial for explaining
the revision over time of people’s knowledge, expectations, decisions and plans – changes which form the basis of the competitive market process. Indeed, it has been claimed that a theory of market dynamics is necessarily a theory of learning (Gordon and Hynes 1970:377; White 1978:4).

Given the failure of ‘mainstream’ economics (i.e. the prevailing neoclassical research programme) to examine entrepreneurship, it is necessary to turn to other approaches. It has been argued for some time that theories of the growth of (scientific) knowledge can provide significant insights into how markets operate and how economic agents learn from their experiences within the market.¹ Modern theories of the growth of science provide much scope for human imagination and experimentation, so that these approaches warrant investigation as a means of equipping economic agents within economic theories with entrepreneurial qualities. Boland (1982, 1986b) and Wible (1984) have independently argued that there is a need for a growth-of-knowledge conception of economic agents, which could lead to a more dynamic view of economic learning and to an alternative conception of economic rationality which goes beyond the narrow ‘mainstream’ view of rationality as typified by a maximising behavioural postulate. Theories of scientific development provide valuable insights which are useful for explaining the broad pattern of scientists’ behaviour in particular situations. By extending the scope of these theories, science can be taken as a generalised model of sophisticated decision-making in structurally uncertain and complex problem situations. Applied to the context of entrepreneurship, this model shows promise of providing a basis for a theory of entrepreneurial learning and of market processes.

Consequently, the theory developed in this book draws upon the abundant literature in the philosophy of science. In particular, it applies Popper’s critical rationalism and, to a lesser extent, Lakatos’s methodology of scientific research programmes. Popper’s theory of the growth of knowledge is chosen because it was the first non-justificationist philosophy in the history of the philosophy of science: it is non-justificationist in that it divorces knowledge from certainty, proof and ‘hard’ facts (Bartley 1964:23). This conception of knowledge implies that there is no supreme, infallible method available to us for acquiring knowledge which can guarantee us the truth. Lakatos was convinced that Popper’s philosophy represents ‘the most advanced philosophy of our time’, an accomplishment ‘in
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the tradition – and on the level – of Hume, Kant or Whewell’ (Lakatos 1974:263). In his opinion, ‘philosophical progress can only be based . . . on its achievements’ (1974:263). The significance of Popper’s philosophy of science arises from its vindication of the problems of the growth of scientific knowledge. It employs a dynamic, evolutionary concept of knowledge, rather than a structural concept. Many philosophers in the growth-of-knowledge tradition (including Lakatos) have accordingly adopted Popper’s work as the starting point of their analysis (Caldwell 1982:37).

This work represents the first major investigation into entrepreneurship (and, to a lesser extent, the market process) within a growth-of-knowledge (GK) framework.² It explores the implications of the GK approach for entrepreneurial learning and behaviour, the screening of entrepreneurial ideas, market adjustment and its continuity, and the coherence of the market system. This approach casts new light onto how economic agents in markets acquire, use and disseminate knowledge as they initiate and respond to change, and it highlights how agents must apply entrepreneurial imagination to generate their new conjectures. More specifically, the approach aims to develop a theory of how Popperian-style entrepreneurs improve their knowledge in a disequilibrium setting.³ The tentative and conjectural nature of entrepreneurial knowledge is emphasised, and so too is the consequent need for an interpersonal process by which knowledge is constantly communicated, acquired, tested and improved.

The commonalities of scientific progress and the market process are exploited to the utmost. Like scientific enterprise, entrepreneurship is described essentially as a problem-solving activity which must be conceived in terms of human ends and purposes. Like science, the market is regarded as an inter-subjective and pluralistic process for generating conjectures, exchanging and promoting ideas and attempting to refute them. Both learning processes require conventions, many of which have evolved spontaneously, to facilitate the efficient production, coordination and criticism of knowledge (Loasby 1989:164–166).

Explaining entrepreneurship and market processes in terms of these philosophical theories of the evolution of ideas is not simply to rely upon metaphor, however: It is a direct application of modern theories of the growth of knowledge to the twin problems of entrepreneurship and the market process: ‘[W]hat I wish to emphasise here is that the relationship between scientific and market processes
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is not just that of analogy, for the growth of knowledge is the subject of both’ (Loasby 1989:163).

1.1.1 What problems does the new theory attempt to solve?

The entrepreneurial function is the major driving force of the market economy. The entrepreneur is an agent who seeks to break outside the range of established routines and the existing framework of ideas. The imaginative, intuitive component of this activity is well-recognised (e.g. Schumpeter 1934, 1947, 1950; Shackle 1970, 1979a, 1979b). But previous theories have tended only to emphasise the non-rational, intuitive faculties required of an entrepreneur (e.g. Kirzner 1973, 1979b, 1982c, 1992). This perspective needs to be bolstered by emphasising in addition the rational and critical aspects of entrepreneurship which are a prerequisite to acquiring new knowledge. Though necessary, imaginative freedom and the generation of novel ideas are not sufficient for the evolution of knowledge. In attempting to solve market problems at a profit, the entrepreneur must also apply critical methods of error elimination: the entrepreneur’s creative imagination must be subject to critical control. Reconstructions of the process of entrepreneurial learning which fail to stress the role of criticism are thus inadequate.

Consequently, the central problem addressed by this book is to explain the growth of knowledge at the level of individual entrepreneurs: how entrepreneurs learn in the light of experience and feedback from the market, how they may retain some part of their systems of knowledge while modifying the rest, and how they may even devise entirely new systems to replace their original ideas and strategies. Explaining the nature, causes and effects of entrepreneurial error also falls within the ambit of this work. Similarly, I seek to account for the methods by which entrepreneurs may test their own hypotheses (before, during and after commercialisation) in order to identify and to learn from their mistakes. Moreover, I hope to explain the difficulties which entrepreneurs encounter in interpreting market evidence, in deciding whether their ideas have been effectively refuted and in determining whether to abandon a failing venture. Another goal is to provide an explanation of why entrepreneurs in similar circumstances may behave differently.

The solution of these problems requires the development of a more sophisticated theory of (entrepreneurial) learning than has hitherto been put forward in economics. It calls for a theory which analyses
entrepreneurial knowledge as a dynamic, evolving system rather than as a static or stationary structure; a theory which depicts the growth of knowledge as a series of revolutions which overturn old ideas, rather than as an incremental, cumulative process of improvement; and a theory which characterises entrepreneurial learning as a process of discovery rather than as a procedure of imitation or of inductive instruction through repetition. In particular, what is needed is a theory which portrays all learning of new market ‘facts’ as a sequence of continuous conjecture and refutation.

A theory of entrepreneurial learning (viewed *ex ante*) cannot be a theory of *ex post* successful learning. Success depends upon many factors, including luck (cf. Popper 1976c: 47). An adequate theory of learning cannot exclude human fallibility which can manifest itself in entrepreneurial error, losses and failure. On the contrary, genuine uncertainty, the unpredictability of the future growth of knowledge and the potential for entrepreneurial mistakes and losses must all be emphasised. In summary, the required type of theory of entrepreneurial learning is critical rather than dogmatic, dynamic rather than static, deductivist rather than inductivist, Darwinian rather than Lamarckian, and fallibilist rather than justificationist or positivist.

In addition to examining how entrepreneurs operate within the market system, this book also seeks to tease out implications of the GK approach for the competitive process as a whole, that is, problems at the level of markets. The new research programme outlined in this chapter aims in the long term to provide a theoretical framework for analysing dynamic market processes taking place over time. It should be noted at the outset, however, that the immediate objectives of the specific theory presented in this book are far more modest. Analysis at the level of market processes is given much less emphasis. The present work seeks only a very partial explanation of such phenomena, a first step towards a more adequate theory. At this stage of theoretical development, I confine my attention to only a few aspects of the market process: namely, the pattern of organisation of conjecture and refutation within the market economy; the criteria by which markets screen entrepreneurial conjectures; the origins of the competitive market process and their implications for the nature of this learning mechanism; the comparative performance of the market process in generating and screening new entrepreneurial conjectures; and how the market process can be perpetuated by endogenous forces (i.e. forces within the system, as opposed to external shocks).
1.2 ENTREPRENEURSHIP AS A LACUNA IN MAINSTREAM ECONOMIC THEORY

One lesson to be learned from the history of economics is that the problem of the place of entrepreneurship in economic theory is not a problem of theory per se, it is a problem of method. (Hébert and Link 1989:48)

The absence of a neoclassical theory of the entrepreneur has been investigated at length within the economics literature and will not be discussed in detail here. At this juncture, it is sufficient to mention that the modern Walrasian theory of perfect competition (e.g. Arrow and Hahn 1971; Debreu 1959) cannot explain market processes – the way in which market forces bring about adjustments in prices and quantities and the introduction of new products and processes. At best, neoclassical theory describes the conditions for competitive equilibrium, without explaining adequately if or how equilibrium may be reached.

Of course, neoclassical models of market adjustment to equilibrium do exist, but they are unsatisfactory. In this section, emphasis is placed upon models of price adjustment. (Indeed, in the neoclassical literature all the adjustment seems to concern prices and/or quantities. There is little in relation to other elements of the marketing mix that entrepreneurs might see worth adjusting, such as the product or promotion methods.) The following discussion is extremely selective, being limited to two distinct lines of research within the neoclassical research programme: analyses of the stability of (mostly general) competitive equilibrium; and partial-equilibrium models of equilibrium price dispersion in markets with imperfect and costly information. Lack of space precludes an examination of alternative concepts of equilibrium (such as temporary general equilibria and rational expectations equilibria) which have been developed in response to a growing dissatisfaction with the original Arrow–Debreu model of general equilibrium.

1.2.1 Analyses of adjustment to competitive equilibrium

The seminal study within the neoclassical programme is that of Samuelson (1941, 1942, 1947:257–349) who provided the first description of the price adjustment process in terms of a system of differential equations. Following Samuelson’s path-breaking
contribution, the first neoclassical models of price adjustment were tâtonnement models in which no actual exchange occurred outside of equilibrium (see Arrow and Hurwicz 1958 and Arrow, Block and Hurwicz 1959). The tâtonnement process was not the only model to be offered of price adjustment in a competitive economy, however. Negishi (1961) was the first to show the stability of a non-tâtonnement process which does permit trading to take place out of equilibrium. These processes are generally more stable than tâtonnement processes. Two major types of non-tâtonnement models have been distinguished in the literature: those which model the Edgeworth process (Hahn 1962; Uzawa 1962) and those models based on the Hahn process (Hahn and Negishi 1962). The Edgeworth process assumes that trade will take place if and only if at least one individual gains in utility by exchange at current prices and no individual loses. In contrast, the basic assumption of the Hahn process is that markets are sufficiently orderly that after trade the goods that are in excess demand (supply) for a given agent are also in excess demand (supply) by the market as a whole. In other words, the Hahn process postulates that potential buyers and potential sellers can identify each other, so that at any time after trade there is not simultaneously both unsatisfied effective demand and unsatisfied supply for the same good (Fisher 1974:472, 477; 1983:31).

A major shortcoming of all these early models is that they failed to explain price changes as the result of rational decisions by individual market participants, because all economic agents were assumed to be price-takers. Thus, it was not explained who changes prices and why (Arrow 1959:43; Koopmans 1957:179). Price changes arose inexplicably as the consequence of a mythical auctioneer who sets and adjusts prices to their unique equilibrium levels or as a result of ‘impersonal forces of the market’ (an auctioneer in disguise). The pricing rules of the auctioneer were not linked to the maximising actions of economic agents, actions which are supposed to constitute the basis of neoclassical theory. The price adjustment mechanism thus violated the requirements of methodological individualism (see Boland 1986b: 142; Hahn 1987:137). The auctioneer, of course, is not a market actor but a deus ex machina. The appearance of the auctioneer is a methodological ruse, an attempt to lend plausibility to the Samuelsonian formulation by providing an “agent” whose behavior it describes’ (White 1978:10).

Consequently, in these models knowledge is the outcome of some fictional process rather than the product of actual learning by
individual economic agents. This epistemological flight of fancy is highlighted by the extremely severe knowledge requirements of the Edgeworth process. Unlike the Hahn process, the Edgeworth process requires that whenever the conditions for beneficial exchange exist, trade will in fact take place. Each market participant is required to be aware of all opportunities to personally gain through trade. In reality, of course, without an auctioneer, ‘exchange may fail to occur because knowledge is imperfect, in spite of the presence of the conditions for mutually profitable exchange’ (Kirzner 1973:216). In addition, the Hahn process does not address the entrepreneurial element involved in the decision to trade.

Following Arrow’s (1959) criticism of Samuelson’s mathematical statement of price adjustment, some later non-tâtonnement models distinctly located the task of price adjustment with individual economic agents, rather than a fictitious auctioneer. Such adjustment processes have been termed models of atomistic price adjustment (Hey 1974:484). In this connection, the most notable series of contributions was by Fisher (1970, 1972, 1973). Some models of atomistic price dynamics (e.g. Fisher 1972), however, specified implausible decision rules which, although guaranteeing convergence to a competitive equilibrium, do not reflect the thoroughgoing pursuit of self-interest by the price-adjusting agent. Such models could not explain why economic agents should adopt the specified price-adjustment rule; their pricing behaviour was not motivated. The price-adjustment rules in other models (e.g. Fisher 1973) may have been consistent with profit maximisation but were based upon logically impossible knowledge requirements (Rothschild 1973:1285; White 1978:4, 24, 28).

From the point of view of the growth of knowledge, the gravest defect of the foregoing adjustment models is that they persistently assume that individuals fail to recognise that they are in disequilibrium during the adjustment process. At every moment in time, agents are required to act as if they naively believe themselves to be in competitive equilibrium. Market participants never learn from experience, even though their conjectures are continually refuted:

[T]he agents . . . are remarkably stupid, always expecting prices to remain constant and transactions to be completed, when their constant experience tells them that this is not so. A model that hopes to explain how arbitraging agents drive a competitive economy to equilibrium can hardly afford to assume that agents
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do not perceive the very arbitrage opportunities that characterize disequilibrium.

(Fisher 1987:28; emphasis added)

Fisher’s (1981, 1983: Part 2) next class of models was an ambitious endeavour to redress these shortcomings. As in earlier atomistic models, prices are set by individual agents – though the precise process by which agents make and accept price offers is not explained. A distinguishing feature of this type of ‘disequilibrium’ model is that the agents are more sophisticated than in previous models. Most importantly, agents understand that they are not in equilibrium, a recognition described as ‘disequilibrium consciousness or awareness’. They have point (i.e. single-value) expectations of prices and may expect prices to change. Their expectations about future prices may also differ. They also contemplate the possibility that they may not be able to costlessly complete all their planned transactions. With disequilibrium awareness also comes the ability of agents to exploit arbitrage opportunities (Fisher 1987:28).

Fisher’s general strategy for allowing agents to recognise disequilibrium situations (and to make corresponding adjustments in their behaviour) is referred to by him as the assumption of ‘No Favourable Surprise’. This assumption states that in the course of trading, agents perceive that opportunities to trade are gradually becoming less and less. Like the assumption of rational expectations (which is a special case of Fisher’s), the assumption of ‘No Favourable Surprise’ is extremely restrictive: it precludes the discovery of any unsuspected, favourable opportunities for trading, including those which may appear in the process of adjustment to prior exogenous disturbances. The only unexpected changes allowed are those which make agents worse off than before. As a result, entrepreneurial initiatives which expand agents’ opportunity sets – such as the introduction of new products and methods of production, the discovery of new markets and sources of supply, and the pioneering of new ways of organising – are excluded if they had not been envisaged (by whom – the agents or the analyst?) in the first place. Individuals are limited to adjusting to disequilibrium (namely, the disappointment of their expectations) by doing something wholly within the range of existing practice. It is proved that if ‘No Favourable Surprise’ prevails throughout the process of adjustment, then the process will converge to equilibrium (though not necessarily to a Walrasian equilibrium). As old opportunities disappear through arbitrage, this clockwork economy winds down.
inexorably towards some equilibrium which is characterised by the execution of previously planned transactions at correctly foreseen prices. Consequently, convergence to equilibrium and proof of stability are bought at the expense of ruling out creative, entrepreneurial responses to economic change.

For the GK theorist, this class of models generally provides few, if any, favourable surprises. Fisher’s ‘disequilibrium’ approach is not truly dynamic in the market-process sense (Ikeda 1990). The GK theorist emphasises that learning processes in real time will never converge to an equilibrium. Consequently, the assumption of ‘No Favourable Surprise’ itself appears to be a product of theoretical convenience, specified simply because it ensures a proof that the model will converge to some equilibrium. The assumption demands an *ad hoc* restriction on agents’ knowledge, their expectations, change in expectations and their actions. Why should all agents expect that their situation (utilities, profits) will not improve in the course of the adjustment process? Why not ‘No Unfavourable Surprise’ instead? Furthermore, the presumed theory of knowledge that underlies the model is not tenable. Agents are assumed to have certain knowledge of their preferences and of all technology and are presumed to hold their expectations with certainty (although they do revise them) (Fisher 1981:280, 309). This viewpoint is consistent with justificationism, an inadequate theory of knowledge that defines knowledge exclusively as something which is believed to be certain and proven true (see section 2.1).

Fisher provides a cogent discussion of the problems of modelling disequilibrium behaviour and recognises the crucial theoretical importance of how agents act when their plans are frustrated and their conjectures refuted. With his emphasis on methodological individualism, ‘disequilibrium awareness’ and the change over time in expectations, Fisher makes a significant step forward in the neoclassical theory of market-adjustment processes (and inadvertently proposes a model which superficially has some Kirznerian elements). However, Fisher appears unprepared to make that radical leap which requires acknowledging the structural uncertainty of the human situation and going beyond single-exit methods of economic analysis based on the calculus of maximisation. As Boland (1986b: 110) notes, ‘disequilibrium awareness’ is not sufficient: how individuals respond to perceived disequilibria (i.e. to the failure of their plans) must also be explained. This in turn requires a more sophisticated approach to the knowledge and learning of economic agents. It must be recognised
that the major limitation of Fisher’s model as a characterisation of actual market processes is the absence of rivalrous entrepreneurship, entrepreneurial imagination and entrepreneurial learning.

1.2.2 Search-theoretic models of price dispersion in competitive markets with imperfect information

One common difficulty with the models discussed so far is that equilibrium is typically restricted to a single unchanging price. Many models even insist that a given commodity be sold at the same price (i.e. that the law of the single price prevails) throughout any disequilibrium period of adjustment. Yet an important aspect of markets in the real world is a dispersion in prices at any one time – a phenomenon which originally spurred Stigler (1961) to formulate his now classic model on optimal consumer search. Inspired primarily by Stigler’s work, some search-theoretic models have been extended to situations in which market equilibrium is not a uniform price but a distribution of prices for a homogeneous commodity (e.g. Grossman and Stiglitz 1976, 1980; Salop and Stiglitz 1977, 1982; Stiglitz 1989). An important result in this literature is that even when there are no exogenous shocks in demand or supply and even when all individual consumers have identical and positive search costs (for all searches including the first), the only possible equilibrium is characterised by price dispersion. ‘The Law of the Single Price is repealed’ (Stiglitz 1989:773).

Much of the neoclassical literature on adjustment has been at the general equilibrium level. In contrast, search-theoretic work on adjustment is generally of the nature of partial analysis or even ‘partial partial-equilibrium analysis’: it sometimes explains only one side of one market at a time. Similarly, the imperfections of knowledge may emerge solely on one side or in one part of the market and even then it is conventionally assumed that the uninformed participants have rational expectations (e.g. Grossman and Stiglitz 1976, 1980; Salop and Stiglitz 1977, 1982). Search-theoretic models of price dispersion typically do not consider the structural uncertainty or knowledge problems confronting real-world entrepreneurs who set prices in disequilibrium situations. For example, Salop and Stiglitz’s (1982) ‘theory of sales’ depicts price-setting agents as enjoying an empirical basis of certain knowledge when it comes to their (expected) demand curves: in taking competitors’ prices as given, each agent knows with certainty the optimal pricing policy to adopt. Each firm
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is able to derive with certainty its profits as a function of the price that it sets. For there to be an equilibrium price distribution, firms must in addition know with certainty that their profit functions have multiple maxima and that the maxima represent exactly the same level of profits. Firms thus have complete knowledge of the environment in which they act. Yet how this knowledge is acquired remains unexplained within the logic of the model.

From the standpoint of modern theories of the growth of knowledge, a major problem with search-theoretic models is that they presume an inductive or conventionalist theory of knowledge and of learning: it is assumed that agents (including arbitrageurs) learn only by collecting more information. Learning activity is assumed to be undertaken in precisely the same manner as any other economising activity. Given that there are costs associated with the acquisition of information, it is claimed that agents search up to the point at which the net benefits of information acquisition are maximised: they thereby tolerate an optimal degree of parametric uncertainty. True knowledge about all arbitrage opportunities can only be obtained by collecting an infinite amount of information, which is too costly (Boland 1986b: 127; Kirzner 1979b: 141ff).

For example, in Grossman and Stiglitz’s (1976, 1980) models of market adjustment arbitrageurs incur costs obtaining the information they need to perceive the price differentials which arise in a competitive market buffeted by random demand or supply shocks. In equilibrium, the marginal individual who purchases information finds the increment in expected utility from becoming informed equal to the cost of the information. Uninformed agents have no incentive to purchase the information required to identify arbitrage opportunities. Because arbitrage is costly, the market never completely adjusts to exogenous shocks: the competitive arbitrage process is ‘imperfect’ and some price differences will persist. There is an ‘equilibrium degree of disequilibrium’ (1980:393).

In addition, search-theoretic models of adjustment rest on the mistaken assumption that economic actions are only based on knowledge which has been deliberately acquired. It is not recognised that entrepreneurs can acquire fallible knowledge of profit opportunities by means other than planned search (e.g. by having a spontaneous flash of insight, by dreaming about them or by forming their ideas by accident). Furthermore, search theory does not acknowledge that, even with unlimited information acquisition, entrepreneurial conjectures cannot be proven true (even if they are true).
Finally, search-theoretic models of adjustment often ignore the interpersonal nature of the learning process inherent in market activity (e.g. word-of-mouth communication). Consequently, they may fail to explain why market information is not disseminated. It is sometimes found necessary to resort to such defensive devices as assuming that price setters pursue mixed strategies (i.e. random pricing policies) in order to prevent customers learning of the best buys.

In spite of recent developments, therefore, a major lacuna in the neoclassical research programme still remains: the absence of a coherent theory of how economic agents learn from experience in a disequilibrium environment of structural uncertainty and of how they act when their conjectures are refuted. This lamentable state of affairs in mainstream economic theory can aptly be described as the ‘poverty of formalism’. Economic agents are restricted to the calculus of optimisation based upon some set of certain or probable knowledge. They are devoid of imagination and other entrepreneurial qualities. The dimensions of the neoclassical agent’s problem situation are so specified as to prohibit any possibility of entrepreneurship (see section 3.1.1). New modes of analysis are needed, rather than an incessant extension of equilibrium techniques to different contexts. The great preoccupation with the mathematical properties of equilibrium end-states must be supplanted by an investigation of the processes of competition.

1.3 PREVIOUS THEORIES OF ENTREPRENEURSHIP

Several theories of the entrepreneur and of the market process are to be found in the economics literature. The two most significant recent contributions are Kirzner (1973, 1979b, 1982c, 1985, 1992) and Casson (1982). Kirzner’s and Casson’s theories can be judged to be important advances upon neoclassical theory because they contribute to our understanding of market processes rather than equilibrium states. Following Mises (1949, 1980), Hayek (1937, 1945) and Knight (1964), Kirzner and Casson emphasise the process of change that characterises real-world markets. For Casson and Kirzner, the driving force of the market process is assumed to be the movement towards equilibrium. They explain the operation of equilibrating forces within and between markets. Equilibration is explained as the product of entrepreneurial discovery and
competition. The process of adjustment to equilibrium arises as the result of the activity of entrepreneurs who recognise exogenous changes in economic circumstances, discover gaps in the coordination of market participants’ decisions and actively adjust prices to new market conditions. By their actions to capture arbitrageurial profits, entrepreneurs unwittingly bring prices towards their new equilibrium levels and switch resources over to the new equilibrium configuration defined by the new data.

Kirzner’s and Casson’s perspectives are lucid and insightful contributions and go some way to explaining the entrepreneurial character of the market process. Their theories provide a vehicle for progressing beyond the limited neoclassical problem of economising in the allocation of given means to achieve a set of given ends.

However, from the point of view of theories of the growth of knowledge, they do not provide adequate explanations of the market process. Kirzner and Casson explain the actual movement of the market process strictly in terms of movement toward a new equilibrium which the market is tending to create (but which it will never actually reach owing to continual exogenous disturbances). Since the market is regarded as a fundamentally equilibrating process, they must treat forces that create disequilibrium as exogenous to the market system and, therefore, as not amenable to economic analysis.

This conception of the scope of the market process is too narrow. The market is explained as a process involving only one type of economic change: equilibrating processes in response to exogenous disturbances. Thus, the market process consists of nothing more than adaptive responses to changes in the data – that is, to shifts in preferences, changes in resources and the invention of new technologies (Loasby 1984a: 78; 1985:24). By treating disequilibrating events as exogenous developments, Kirzner and Casson simply abandon any attempt to predict them or to explain where these changes come from. These changes are an integral feature of the market process and provide it with an endogenous momentum. Thus, Kirzner and Casson do not explain adequately the nature of the forces which propel the market process:

A conception of the market as a process which only equilibrates is incomplete at best; at worst it can distort our vision of the market by presenting as exogenous, forces that are really endogenous.

(High 1986:113)
Furthermore, although emphasising that the market is a process of continuous change, Kirzner and Casson fail to analyse adequately the conditions required to keep this process in motion. Their account of the continuity of the market process is incomplete because to perpetuate the market process, they must supply a continuing sequence of disequilibrating events which has taken place outside the economic system. Before market participants are able to adjust fully to an exogenous change and thereby establish a final equilibrium, another unexpected change in the data must be introduced so that the market must again veer towards some other final equilibrium point. Only by means of such a theoretical makeshift are Kirzner and Casson able to continually frustrate the equilibrating tendency of the market. In the hypothetical absence of exogenous disturbances, their version of a market economy would eventually converge to a final equilibrium position, and the market process would grind to a halt.15

Their conceptions of the market process – with their ‘neat self-regulating’ properties (Loasby 1985:23) – are based upon inadequate justificationist theories of learning which they implicitly attribute to entrepreneurs. Their failure to endogenise disequilibrating economic changes is partly the result of the ‘cumulative’ rather than ‘revolutionary’ theories of knowledge inherent in their approaches. Once accepted as a basis for action, entrepreneurial conjectures are never refuted during the execution of the entrepreneur’s plan. Kirzner’s and Casson’s conception of entrepreneurial knowledge is thus not truly dynamic: an entrepreneur’s knowledge of market data does not change as decisions are made in the course of exploiting a particular profit opportunity.

Kirzner and Casson presume that there is some intuitive learning process by which the entrepreneur can always acquire true knowledge of market data (i.e. the givens). Kirzner describes alert entrepreneurs as discovering profit opportunities by ‘opening their eyes’ and noticing facts staring them in the face – a perceptual metaphor (see too Böhm 1992:100–101). Casson (1982:146–148) portrays entrepreneurs as synthesising knowledge but he does not discuss what is involved in the synthesis. Changes in consumer tastes, technological possibilities and resource availabilities are simply known by the alert and astute entrepreneur, although this knowledge may not be widely dispersed among other market participants who might find it useful. (Other market participants are assumed to overlook information or to be short of the information required to effect a synthesis.) Not only are
price differentials and the true values of inputs known by entrepreneurs, they are also known with absolute certainty once they are recognised (Casson 1982:201; Kirzner 1973:38). Entrepreneurs know that their knowledge of basic market data is true. Before committing themselves to action, Kirzner’s entrepreneurs can thus establish beyond doubt that their profit opportunities are genuine (i.e. their knowledge of a profit opportunity is proven true or justified) (Kirzner 1982c: 149). Entrepreneurs do not need to conduct market research with the express goal of testing their hypotheses about consumer preferences.

However, the infallible empirical basis of hard facts, upon which Kirzner’s and Casson’s entrepreneurs are presumed to act, does not in reality exist and its establishment is logically impossible. Kirzner and Casson assume that entrepreneurs can perform with complete logical certainty the recognition of past errors, the correction of misguided business decisions and the exploitation of profit opportunities. In order to faultlessly improve the coordination between the decisions of market participants, entrepreneurs are required to know more than they can possibly know: the truth of their knowledge (regarding changes in market data and consequent profit opportunities) which they have inexplicably acquired. In fact the susceptibility of entrepreneurs to make mistakes is excluded to such an extent that entrepreneurs are depicted as possessing epistemic knowledge, rather than tentative conjectures or theories. Kirzner and Casson do not recognise the tentativeness of the ‘facts’ possessed by the entrepreneur. Fallible background theories are involved, in the light of which the entrepreneur interprets the facts. Changes in market data and their implications are not as unambiguous as they assume. Information (on a change in technology, for instance) only becomes economically significant within a conceptual framework, such as a set of theories of latent demand and of production. Entrepreneurial conjectures about tastes, technology and resources are neither provable nor conclusively disprovable – that is, they can neither be proved true from experience nor can they be eliminated by hard, conclusive refutation (cf. Lakatos 1970:98–99). Knowledge of market data is always conjectural: entrepreneurs can only ever have theories of what consumer preferences are, together with conjectures about what new uses for an input are possible and what new technologies might achieve.

Kirzner’s and Casson’s theories of the entrepreneur are thus explanatorily inadequate with respect to knowledge and its acquisition.
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These theories have failed to tackle adequately the problem of how entrepreneurs improve their knowledge in a disequilibrium setting, even though these theories differentiate the entrepreneur in terms of knowledge. It is presumed that all entrepreneurs are working with the correct theoretical framework. As a consequence, their entrepreneurs do not face structural uncertainty, they do not make mistakes, they do not make losses, their businesses do not fail, they do not disrupt plans and their actions are never disequilibrating.

Their views about knowledge thus result in a distinct lack of symmetry in their treatments of entrepreneurship: only ex post successful entrepreneurship is considered and explained (Loasby 1982b, 1984a). Consequently, their theories only emphasise the role of profits and ignore entrepreneurial losses. This is a grave limitation, given that empirical research has suggested that most innovative entrepreneurial ideas do actually turn out to be mistakes. The scope of application of Kirzner’s and Casson’s theories is thus limited by their failure to include uncertainty and the possibility of entrepreneurial error and losses.

1.4 THE SPECIFICATION OF THE GROWTH-OF-KNOWLEDGE (GK) RESEARCH PROGRAMME

Previous sections have commented briefly on the inadequate treatment of knowledge in theories of market adjustment and entrepreneurship. One of the aims of this chapter is to advocate a new Lakatosian scientific research programme which introduces a more sophisticated approach to knowledge in economic theory. The theory of the entrepreneur presented in this book belongs to this proposed new research programme. Indeed, it is possible to regard this new research programme as a collection of rules that we are going to use for thinking about entrepreneurship, market processes and economic change. The GK research programme has its origins in the work of Agassi (1975), Boland (1982, 1986a, 1986b), Loasby (1976, 1983, 1986b, 1989, 1991, 1994) and Popper (1959, 1960, 1963, 1972, 1976a). However, these writers should not be held accountable for the interpretation that has been placed upon their contributions in developing this proposal for a GK programme.

The GK research programme is characterised by its hard core and its heuristics. Because scientific research programmes are dynamic, and because the GK programme is still very much at the
embryonic stage, the following description of the programme should not be regarded as definitive. As Weintraub (1985b: 140–141) remarks in his appraisal of general equilibrium analysis, the hardening of a programme’s hard core is a process that takes place in time: the hard core is not a static concept. In addition, the positive heuristic (i.e. the concrete strategy for dealing with apparent refutations) cannot be articulated in detail at the outset of a programme; it has to be developed piecemeal as the programme itself unfolds (Musgrave 1976:471–472). Thus, it is not possible to specify fully the hard core and heuristics of the GK research programme at this early stage. The following discussion must therefore be regarded as only a prospectus for a long-term research strategy and absolutely not as a retrospective theoretical appraisal. (A retrospective evaluation of the GK programme would require judging its theoretical progressiveness and the empirical success or failure of theories constructed in accordance with its hard core and heuristics.)

1.4.1 The hard core of the GK research programme

The programme is organised around the following hard-core propositions, which are to be treated as irrefutable by protagonists of the programme.

HC1 Only individual economic agents have aims, conjectures and preferences, and only individuals can make decisions (Agassi 1975; Boland 1982:177; cf. Popper 1960).

HC2 Economic agents face objective problem situations, and an objective reality exists which is independent of the conjectures and preferences of individual economic agents. However, the objective problem situation is not automatically known by, or given to, the economic agent. Individual economic actors must attempt to define and to interpret the situations in which they find themselves. Of course, the problem situation as the economic agent sees it can be vastly different from the problem situation as it is (i.e. the economic agent can have false knowledge of the objective situation) (cf. Popper 1972:179).¹⁷

HC3 There is no infallible method by which economic agents can acquire true knowledge. Economic agents can never know that they have found the truth even if they have found it. Economic agents thus do not have proven true (i.e. justified) knowledge
of their problem situations. The knowledge of economic agents is essentially theoretical and conjectural, and their knowledge of the objective situation is very often false (Boland 1978:251). Because economic agents may unknowingly base their practical actions upon false theories about the world, their actions often produce unintended consequences (Popper 1972:21–23; Boland 1982:185). Consequently, all economic agents are fallible (i.e. prone to error).

**HC4** Economic agents form their tentative solutions (i.e. conjectures) to problems in a world of structural uncertainty, complexity, and real time. There is real originality, real possibility and thus real indeterminism in the world of the economic agent.

**HC5** The conjectures of economic agents are potentially objective (i.e. they can become conscious and can be articulated), and they can potentially be exposed to interpersonal criticism (Boland 1978:251–252; Musgrave 1974b: 574; Popper 1972: chs 2, 3; 1983a: xxxv).

**HC6** Learning is a logical and scientific process, rather than an internal psychological or sociopsychological process. There is no difference of kind between the methods of science and the methods of hypothesis-selection in everyday life. Like scientists, economic agents use deductive logic in the evaluation of their hypotheses.

**HC7** Although economic agents do not possess proven true knowledge, they can still make rational decisions (Popper 1972:265; Boland 1982:185). Economic agents behave in a way appropriate to their situations (the rationality principle); specifically, they prefer the best alternatives given their tentative knowledge of the situation and the means at their disposal (cf. Latsis 1976c: 22; Langlois 1982:80). Rational decision-making involves evaluating rival schemes of action in the light of logic and experience.

**HC8** Although learning in the market context involves a critical feedback process of successive adjustments, feedback is rarely, if ever, optimal or perfect (and hence neither is learning). Entrepreneurial actions do not necessarily coordinate individual behaviour within and between markets. The interaction of individual entrepreneurs does not yield a unique and determinate outcome. Entrepreneurship is characterised by ‘multiple-exit’ problem situations.
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1.4.2 The positive heuristic

The positive heuristic contains the long-term research policy of the programme, that is, instructions for developing the programme (Lakatos 1970:135). The positive heuristic of the GK programme may be described in terms of the following maxims.

**PH1** Explicitly ascribe non-justificationist (especially Popperian) theories of learning to the economic agents in economic theories.

**PH2** In any explanation of economic phenomena (especially dynamic economic processes), progressively upgrade those aspects which pertain to the growth of knowledge and the theories of learning with which economic agents approach their problem situations. In particular, try to reduce as much as possible the inductivist and justificationist elements in agents’ learning methodologies and theories of knowledge (e.g. by replacing dogmatic versions of falsificationism with a sophisticated variant).

**PH3** Only construct theories and models which are consistent with the principles of methodological individualism, that is, which explain economic events as the consequence (often unintended) of the intelligible actions of individual economic agents.

**PH4** Construct models in which only rational decision-making plays a part in the explanation (Popper 1983c). This assumption of rationality means that economic agents are disposed to learning from their mistakes. They are to be depicted as solving problems by the critical method of trial and the elimination of error. (The GK conception of rationality is explained in detail in Chapters 2, 4 and 6–8).

**PH5** Construct dynamic models which explicitly recognise the relationship between real time and knowledge. That is, construct models employing a dynamic conception of economic agents’ knowledge, according to which the acquisition of knowledge (i.e. learning) is a real-time irreversible process (Boland 1978:240–242). Develop models which treat economic agents’ knowledge and learning processes as endogenous rather than as exogenously fixed or exogenously variable (Boland 1978:249–250; Boland and Newman 1979).

**PH6** Construct multiple-exit decision models, that is, models in which economic agents face an environment which is
situationally open, in the sense that it does not uniquely determine any optimal course of action (Latsis 1976c: 21).

1.4.3 The negative heuristic

The negative heuristic consists of propositions that immunise the hard core and reinforce the positive heuristic. Among the most important propositions within the negative heuristic of the GK programme are:

NH1 Do not construct theories or models which treat the knowledge or learning processes of economic agents as exogenously or statically given.
NH2 Do not develop theories which assume irrational behaviour.
NH3 Do not develop theories in which agents (especially entrepreneurs) can only optimise subject to constraints.

1.4.4 Discussion of the GK programme’s features

Having outlined the GK programme, we are now in a position to examine the heterodox nature of the programme in more detail. The discussion is limited to major points of clarification. Afterwards, I compare the proposed GK programme with a number of established programmes in economic theory.

An important heuristic postulate of the GK programme is methodological individualism (HC1, PH3). Methodological individualism requires that all explanations of social phenomena (such as the market process) must be grounded in the objectives, perceptions, expectations, plans and actions of individuals. Accordingly, a theory of decentralised market processes must be built upon a theory of individual entrepreneurship. It must be based upon the actions of individual market participants and especially upon rational decision-making by individual entrepreneurs.

Methodological individualism is, of course, by no means new. However, the GK programme rejects a particular form of methodological individualism which is commonly associated with neoclassical economics: psychologistic individualism (Agassi 1975:148; Boland 1982:30–35). This version of methodological individualism attempts to reduce all explanations of economic phenomena to natural givens and exogenous psychological states (i.e. utility functions) of individual decision-makers.
In contrast, the GK programme adheres to a non-psychologistic form of individualism which explains behaviour in terms of the problem situations identified by, and the aim structure of, individual decision-makers. The GK programme adopts Popper’s definition of the agent’s problem situation. As used by Popper, the term ‘situation’ does not include irrational beliefs or unconscious motives, but it does include the agent’s goals, theories, knowledge and information – even false theories, false knowledge and misinformation (Latsis 1972:223–224; Popper 1972:178; 1976a: 103).

In explanations of rational individual behaviour, the GK programme gives a more fundamental role to the knowledge and learning methodology of the individual decision-maker (HC5, PH1, PH2, PH5). It represents a more ambitious pursuit of the principles of methodological individualism by prescribing a more detailed and individualistic treatment of economic agents’ knowledge and learning.

In order to explain the novelty of the GK programme, it is first necessary to distinguish between two levels of discourse: level I, the object level of economic theory; and level II, the metatheoretical level of economic methodology (Birner 1985:216; cf. Popper 1972:176–8). Level I contains economic theories that have been proposed concerning a large range of economic phenomena, such as the theory of value and its associated theory of distribution, the theory of monopoly, the theory of the entrepreneur and of the firm.

Level II contains the various methodologies of science or theories of scientific method. These theories constitute theories of knowledge acquisition or of learning. Methodologies are ‘said to be about, or to have as their subject matter, substantive scientific theories at level I’ (Nola 1987:445). Economists themselves apply second-order theories of scientific method to appraise their first-order economic theories. There has been a proliferation of second-order critical methods within economics: apriorism, positivism, instrumentalism, operationalism and falsificationism (Blaug 1980; Caldwell 1982; Stewart 1979).

Typically, methodology is used in economics at the metatheoretical level (i.e. level II) rather than at the theoretical level (i.e. level I). In other words, methodology is usually regarded solely as a second-order discipline for adjudicating between first-order theories of economic phenomena. Methodology does not usually play a theoretical role in economics (Boland 1986a: 30).

In contrast to neoclassical orthodoxy, the GK programme aims to integrate theories of learning (i.e. methodologies), which are typically at level II, into economic theories at level I. That is, it intends to
build methodology into the content of theories of economic processes, in order to help economists explain how economic agents acquire the knowledge upon which they base their decisions (PH1, PH2, PH5, NH1). Thus, in discussing learning methodologies in this book I am not concerned with the level II methodologies used by economists themselves to expound their own first-order theories to other economists. Rather, I am concerned with the learning methodologies that economic agents in level I economic theories apply in order to obtain knowledge required for decision-making.

Consequently, in the GK programme, an adequate explanation of rational decision-making must formally introduce explicit conjectures about the individual decision-maker’s second-order learning methodology (PH1, PH2):

\[\text{[A]ny economic theory which recognizes the need for knowledge in decision making must in some way imply a role for methodology, because as Hayek explicitly said in 1937, to explain a decision the economist must also explain the ‘acquisition’ of the knowledge needed to make that decision.} \]

(Boland 1986a: 30\textsuperscript{21})

Thus, any economic theory which seeks to explain entrepreneurial behaviour and the endogenous dynamics of the market process must specify the entrepreneur’s learning methodology in addition to including assumptions about the entrepreneur’s (conjectural) knowledge. More specifically, the GK programme proposes that microeconomic research into entrepreneurial decision-making can receive substantial input from non-justificationist (and especially Popperian) theories of the growth of knowledge, which incorporate real time seriously (PH5) and which are within the rationalist tradition (PH4, NH2). (On these theories of learning, see sections 2.2 and 2.3.)

1.4.5 Comparison of the GK programme with established research programmes in economics

Several scientific research programmes have been identified in the literature on economic methodology. These programmes can be termed neoclassical or neo-Walrasian, Keynesian, post-Keynesian, new Keynesian, Austrian, neo-Marxian, institutionalist, behavioural and evolutionary.\textsuperscript{22} The last two programmes are still at relatively early stages of their development (Weintraub 1985b: 144). Nelson
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and Winter’s evolutionary programme can in fact be conceived as an unorthodox perspective within the behavioural programme.

Table 1.1 outlines the differences between the proposed GK programme and three established programmes in economic theory. The following brief discussion is restricted to major points of comparison between their respective hard cores and positive heuristics, so as to differentiate the GK programme from its predecessors. Such a cursory comparison is itself conjectural and runs the risk of misrepresenting each programme. It certainly does not constitute an assessment within a Lakatosian framework, which in the case of the GK programme would be extremely premature.

The GK programme and the other three programmes considered in Table 1.1 each assume that economic agents are rational, that is, teleologically oriented. This is, however, the only feature shared by all four programmes.

The GK programme has least in common with the neoclassical programme. Their respective hard cores contradict each other almost totally. The primary difference between their hard cores concerns assumptions made about the nature and scope of economic agents’ knowledge. Neoclassical theories implicitly attribute justificationist philosophies of knowledge to economic actors. As mentioned above, justificationism asserts that knowledge is not knowledge unless it is proven true, or in its weaker form, probable to a proven degree (see section 2.1). The result is that economic decision-makers are depicted as having true actuarial knowledge of the past, present and future. Economic agents in a neoclassical world do not face structural uncertainty, and they do not decide and act in real time.

In contrast, the GK programme repudiates the proposition that decision-makers generally have correct (or probabilistic) knowledge of the relevant features of their problem situations. In particular, the GK approach strongly contends that economic actors do not, and cannot, have proven true knowledge of the future (including knowledge of the future consequences of each of the alternatives between which they are deciding).

Yet another distinguishing characteristic of the GK hard core – which differentiates it from the Austrian hard core too – relates to the degree of coordination attainable within a market economy. The neoclassical and Austrian programmes assume that the market system possesses an inherent tendency toward equilibrium, although the Austrian camp clearly has its dissenters (High 1986; Lachmann 1971b, 1977, 1986). In contrast, proponents of the GK programme
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believe that economic structures do not necessarily exhibit strictly coordinated behaviour, and so they do not regard disequilibrium as simply the result of exogenous shocks. The GK programme rejects the notion that, given a sufficiently long time period and no extraneous disturbances, the economic process would reach full equilibrium. In this respect at least, proponents of the GK programme side with the post-Keynesians.

The positive heuristics of the GK and neoclassical programmes are also at odds with each other. The GK programme rejects cavalier neoclassical prescriptions requiring that economic agents’ knowledge be treated as exogenous and static. Neoclassical models often assume that knowledge is included among the data, together with tastes and resources (Lachmann 1976a: 55). In contrast, the GK programme emphasises the endogeneity of knowledge acquisition and adopts a dynamic conception of knowledge. For the problems within its domain, the GK programme also rejects situational determinism (in the sense of single-exit conditions) and its associated analytical methods.

The GK programme shares a great deal in common with Austrian and post-Keynesian economics because they also attribute a more strategic and sophisticated role to knowledge and learning in explanations of economic phenomena. They all seek to analyse economic change over real time and consequently stress economic processes rather than economic states. Similarly, they emphasise structural uncertainty, human fallibility, the imperfect dispersion of knowledge between economic agents, and the incompleteness and uncompleteness of human knowledge.

However, the characterisation of economic agents’ knowledge and learning (as specified in their respective hard cores) differs between the GK programme and the other two programmes. The post-Keynesian and Austrian programmes both make justificationist assumptions regarding the knowledge base of economic actors in their models. Each emphasises the tacit nature of economic knowledge and learning (a result of justificationist psychologism). The justificationist standards of economic rationality implicit in the post-Keynesian programme are also indicated by its hard-core assumption which postulates that perfect or probabilistic knowledge is a precondition for ‘rational’ decision-making on the part of economic agents (although it is emphasised that this precondition is seldom, if
Table 1.1 Comparison of the GK programme with established research programmes in economics

<table>
<thead>
<tr>
<th>Component of programme</th>
<th>Neoclassical</th>
<th>Post-Keynesian</th>
<th>Austrian</th>
<th>GK</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hard-core propositions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decision-makers have perfect or probabilistic knowledge of the relevant features of their economic situations</td>
<td>yes</td>
<td>no*</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Economic agents' decisions are not necessarily correct in an objective sense</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Economic agents act in a world of structural uncertainty</td>
<td>no</td>
<td>yes</td>
<td>yes*</td>
<td>yes</td>
</tr>
<tr>
<td>Decision-makers are 'rational' in the sense defined by the respective programme</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Even if decision-makers are 'rational', they cannot behave 'rationally' unless they have perfect or probabilistic knowledge</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Economic agents can have the knowledge required for 'rational' behaviour</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Economic agents' conjectures are potentially objective</td>
<td>yes</td>
<td>ex ante: no</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ex post: yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>There is a strict tendency towards the coordination of economic activities</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Positive heuristics</th>
<th>Bausor</th>
<th>Shackle</th>
<th>Paul Davidson</th>
<th>Kirzner</th>
</tr>
</thead>
<tbody>
<tr>
<td>Develop models which treat economic agents' knowledge and its acquisition as endogenous</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Construct dynamic models in which learning is a real-time, irreversible process</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Explicitly ascribe (non-justificationist) theories of learning to the economic agents in economic theories</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Construct theories and models which are consistent with the principles of methodological individualism</td>
<td>yes</td>
<td>not usually</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Construct single-exit situational models, that is, models which yield a determinate equilibrium</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Translate the situation into a mathematical constrained maximisation problem and apply the procedures of the calculus</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
</tbody>
</table>

In contrast, the GK hard core states that economic agents’ knowledge is essentially theoretical and that it is thereby potentially objective (Boland 1978:251–252). The GK programme also rejects justificationist notions of economic rationality without having to resort to irrationality (i.e. justificationist scepticism). It proposes a new conception of rationality which consists of critically appraising conjectures (including conjectures on the ends worth achieving and the means available) in the light of logic and experience – particularly, experience of error. Hence, rational decision-making is considered possible in the absence of proven true or probable knowledge.

According to the positive heuristics of the Austrian and post-Keynesian programmes, new knowledge (regarding technology, resources and tastes) is largely introduced exogenously and hence it is unexplained (although limited endogeneity of some new knowledge is recognised). For instance, in commenting upon the treatment of knowledge in Kirzner’s theory of entrepreneurship, Böhm (1992:100) notes that ‘arising from a change in some data, new knowledge is injected into the economy’. However, Austrians and Post Keynesians do not treat economic knowledge as a fixed parameter as in neoclassical analysis (Boland and Newman 1979:72, 74). Although exogenous, knowledge is permitted to change and can be extremely volatile. (In Boland and Newman’s terminology, knowledge is assumed to be ‘exogenously variable’ rather than ‘exogenously fixed’.) The GK programme, on the other hand, treats knowledge as endogenous to the economic system and as continually changing over time.

Although their positive heuristics advocate different ways of approaching economic problems, all three programmes (Austrian, PK, GK) take issue with the neoclassical emphasis upon determinate equilibrium models and dispute the wholesale application of single-exit methods of analysis (including the construction of functions to which calculus can be applied). The positive heuristic of the post-Keynesian programme is further distinguished by the fact that it does not advocate methodological individualism – unlike the proposed GK programme and the other schools of economic thought under consideration. As a result of their specialisation in explaining macroeconomic phenomena (such as income distribution), post-Keynesians have in general not emphasised the role of individual choice processes in their investigations (Earl 1983b: 2).
1.5 THE SCOPE OF THE INQUIRY

The theory which is developed in the following chapters presents a largely cognitive-logical perspective on the rationality of the entrepreneur, on entrepreneurial learning and on the character of the market process. The cognitive-logical dimension is defined to focus upon the logical, methodological, epistemological and metaphysical aspects of a phenomenon or activity. The cognitive-logical dimension is thus much wider in scope than the definition of logic which is current among formal logicians.25 Like logic in its pure sense, however, the cognitive-logical dimension does not pertain to practical questions of how individuals think or reason. Just as the rules of logic do not constitute the laws of thought, so too the GK theory does not describe the entrepreneur’s actual mental operations or inferential processes. That is the task of empirical psychology. The most that a cognitive-logical inquiry of entrepreneurship can achieve is to investigate the latent structure of rationality behind entrepreneurs’ problem-solving efforts. Indeed, the way in which entrepreneurs learn from their mistakes constitutes the GK conception of entrepreneurial rationality. This entrepreneurial learning methodology is developed in Part II.

1.5.1 The psychological context of discovery

The GK theory does not profess to provide a complete account of the market process. As with the growth of scientific knowledge, the actual market process cannot be entirely rationally reconstructed from a logical point of view. The GK model can provide only a logical skeleton which accounts for the essential, fundamental character of the competitive market process. Thus it is not denied that, even if logic is interpreted in its wider sense, characterising entrepreneurs as Popperian decision-makers and the market process as a Popperian learning procedure neglects important extralogical forces which affect market processes, market decisions and market outcomes. In particular, the GK theory does not encompass psychological, sociological, cultural-anthropological, historical or political aspects of entrepreneurship.

The exclusion of extralogical factors is a direct consequence of applying Popper’s critical philosophy of science. The Popperian programme takes the realm of logic and methodology (i.e. the context of justification) as the appropriate domain for philosophical analyses.
of the process by which knowledge grows (see section 2.2.2). It does not take into account psychological, sociological and historical factors (i.e. the context of discovery). The framework of the logic of scientific discovery is adopted as a basis for the rational reconstruction of the growth-of-knowledge process.

Just as Popper’s philosophy does not concern itself with the manner in which scientific results are discovered (i.e. the context of discovery) but only with the way in which they are evaluated by the scientific community (i.e. the context of justification), so too the GK theory of entrepreneurship does not concern itself with the mental processes by which entrepreneurial discoveries of profit opportunities are made. (In addition, it does not claim any power to explain how entrepreneurs learn their learning methodologies.) The GK approach focuses exclusively upon the ways in which entrepreneurial ideas are critically evaluated by entrepreneurs themselves and by other transactors in the market process, such as consumers and venture capitalists. The actual mental processes by which entrepreneurs generate their business ideas is a subject belonging to the domain of psychological economics.

The GK approach is not concerned with the entrepreneur’s private psychological motivations or psychological processes but with the outcome of these mental activities, namely, the entrepreneur’s conjectures and plans. Lachmann similarly once suggested that explanations of social phenomena should be in terms of human plans (i.e. the outcomes of human cognition):26

Such analysis of observed phenomena in terms of pre-existent plans has nothing to do with psychology. We are here concerned with purposes, not motives, with plans, not with the psychic processes which give rise to them, with acts of our conscious minds, not with what lies behind them. As soon as our thoughts have assumed the firm outline of a plan and we have taken the decision to carry it out over a definite period of future time, we have reached a point outside the realm of psychology, a point which we can use either as the starting point or as the goal of our enquiry. . . . In neither case are we trespassing on the domain of psychology.

(Lachmann 1977:155; emphasis added)

In concerning itself with the products rather than the processes of thought, the GK programme implicitly assumes that the entrepreneurial context of justification is independent from the
entrepreneurial context of discovery. That is, it assumes either that (i) there is no relationship between the ways entrepreneurs generate business ideas and the methods by which they and other market participants evaluate them; or that (ii) any connections that may exist are irrelevant for explaining how entrepreneurs learn (cf. Amsterdamski 1975:52–57). These assumptions are tenable if the entrepreneur applies the same learning methodology to all problem situations and if the entrepreneur’s methodology is constant over time.27

These assumptions of the GK theory constitute a severe limitation if the capacity of entrepreneurs to discover profit opportunities and their ability to process information about them are indeed connected in some significant and relevant way. For example, historical connections will emerge if entrepreneurs’ methodological rules for testing conjectures change over time with advances in their knowledge of the business world and specific markets.

1.5.2 The sociological and cultural contexts

The GK theory disregards other extralogical factors besides psychological ones. For instance, at least at this stage, its explanation of entrepreneurial behaviour and the market process does not invoke principles which are irreducibly sociological, and sociology is, as Kuhn reminds us, ‘a field quite different from individual psychology reiterated n times’ (Kuhn 1970b: 240).

In line with the GK programmes heuristic postulate of methodological individualism (HC1, PH3 – see section 1.4), the unit of analysis of the GK theory is the individual entrepreneur, not the entrepreneurial team or firm or any other sociological group (nor is it the entrepreneurial event or transaction).28 The individual entrepreneur is the personification or embodiment of a particular economic function, type of act or market role:29

Economics, in speaking of entrepreneurs, has in view not men, but a definite function. This function . . . is inherent in every action and burdens every actor. In embodying this function in an imaginary figure, we resort to a methodological makeshift.

(Mises 1949:253–254)

The individual entrepreneur is thus a special device introduced into the analysis in order to simplify the GK theory of market processes. This is an admissible limitation for developing a line of economic
analysis and it is consistent with a piecemeal strategy. Developing the theory in terms of a single decision-maker enables me to abstract (for the time being) from two important and complex problems: how the internal ‘architecture’\textsuperscript{30} of a business enterprise affects the acceptance and rejection of entrepreneurial hypotheses and enterprising activity; and how members of an entrepreneurial team may have to modify their individual theories in order to work together (e.g. prior to any entrepreneurial action being undertaken). Thus, unlike Wu (1989), I do not examine the internal decision processes of businesses and the ways that decisions are implemented in firms managed jointly by many cooperative entrepreneurs (1989:151–184).\textsuperscript{31} At a later stage, the GK theory of entrepreneurship can be extended to entrepreneurial teams and complex intra-firm decision-making structures.

Furthermore, although in real-world markets entrepreneurial functions are frequently performed by groups, focusing on the individual entrepreneur does at least to some extent find its parallel in the actual market process.\textsuperscript{32} It is granted that in assessing proposals, most venture capitalists evaluate the calibre and functional balance of the management team (e.g. MacMillan, Siegel and SubbaNarasimha 1985; Timmons 1981). But according to my own exploratory fieldwork, which included personal interviews with over a dozen venture capitalists (Harper 1992), venture capitalists also require that there be a single, outstanding entrepreneur-leader within the team (typically the chief executive officer [CEO]): the rationale being that the better the quality of the CEO of a venture, the more talent he or she will attract and hence the better the venture team that can be established. This is the key person who is the ‘spark plug of the team and who makes it function effectively’ (Waite 1982:122).

It must also be noted that the GK approach does not focus attention upon the cultural aspects of entrepreneurship, either at the national level or at the corporate level. It examines neither the social status which culture gives to entrepreneurs, nor the function which entrepreneurship fulfils within culture. Nor does it analyse how cultural dynamics affect the kind and degree of cooperation within and between entrepreneurial teams and firms.\textsuperscript{33}

1.5.3 A clarification on the complementarity of GK and psychological approaches

At the outset it is important to clear up a potential misunderstanding arising from my discussion of the GK programme, as I do not wish
to alienate those economic theorists (including behaviouralists) who seek to add more psychology to economic theory. When I say that the present version of the GK theory does not encompass the context of discovery, the point I am making is simply that psychological and sociological explanatory principles do not form part of the GK methodology. The GK programme advances independently of these approaches.

However, the discussion is very definitely not intended to imply that behavioural economics and the like should be abandoned. I acknowledge that psychological, sociological and other extralogical factors are prevalent and clearly influence entrepreneurial behaviour and the operation of markets, so that they are worthy of investigation. Elsewhere I (and a co-author) have argued that economists should pay closer attention to psychological and sociological theories of the supply of entrepreneurship as this would enable them to endogenise, and hence explain, variables which have usually been treated as exogenous, and hence as unexplained (Hamilton and Harper 1994; see too Harper 1994b). Casson’s (1991) analysis of the social dimension of morality is an example of this. Thus, I do not share Popper’s and Boland’s open hostility towards psychology and sociology (see, for example: Boland 1982: ch. 2; Popper 1970:57–58).

Indeed, I would like to stress the potential complementarity of the GK and psychological approaches to economics, and where possible I highlight the parallels between the two. For instance, both proponents of the GK programme and behaviouralists in economics (not to be confused with behaviourists in psychology!) are involved in research activities which are similar from the point of view of economic modelling. In attempting to build the internal structure and decision processes of economic agents into their models, behaviouralists sometimes end up with specifications similar to the prescriptions of the GK programme: occasionally their models specify the theories of knowledge with which economic agents are supposed to confront their problem situations.34

The relation between the GK and behaviouralist programmes is a division of labour or a partition of domains of inquiry. Although they share related objectives, they do not ask the same questions or anticipate comparable answers. In general, each addresses questions to which the other is a priori unsuited.

In any event, both the GK and behaviouralist programmes reject the neoclassical, behaviouristic approach because it treats the psychological states of the economic agent as static and exogenous.
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Moreover, they both avoid single-exit, deterministic methods of analysis which turn the economic agent into a cipher.

1.6 OUTLINE OF THE BOOK

This book is divided into three main parts. Part I constitutes the introduction and background. It outlines the GK methodology, describes the most basic assumptions upon which the new theory is built, defines key terms, and explains the concepts which are applied in later chapters.

Chapter 2 briefly reviews Popper’s non-justificationist philosophy of science and some later developments within the Popperian programme. The Popperian approach is distinguished from the received view of justificationism within the philosophy of science. The chapter also highlights the aspects of Popper’s evolutionary theory of the growth of knowledge which are most relevant to studying entrepreneurship and market processes.

In Chapter 3, a typology is developed for characterising the major dimensions of the entrepreneur’s problem situation. This typology is used for defining entrepreneurship precisely and for contrasting it with other categories of human action, such as neoclassical economising and satisficing. The implications of two key dimensions for entrepreneurship are highlighted. Far from having perfect or probabilistic knowledge of their decision situations, entrepreneurs are pictured as possessing very tentative knowledge of the market, knowledge which may be refuted at any time. They face structural uncertainty about the future which they cannot eradicate completely. Their problem situations are particularly ill-defined, and unique and determinate solutions are seldom, if ever, forthcoming. Furthermore, the problem-solving efforts of entrepreneurs are undertaken in a world of irreversible real time.

According to the GK research programme, the problem situations of entrepreneurs also include the specific goals which they are seeking to attain, any relevant theories that they hold, and their learning methodology. The aim structure of entrepreneurs is elaborated in Chapter 4. The GK theory assumes that entrepreneurs aim to predict, to explain and to control economic and market events in the pursuit of economic gain. Chapter 5 elaborates on the character of entrepreneurial theories. Entrepreneurs need to construct theories in order to fulfil their basic aims of explaining the world in which they operate and of effecting changes within it.
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Part II focuses on how the entrepreneur acts within the market system and it develops some implications of the GK approach for how the market process operates. The four chapters comprising Part II represent the body of the GK theory of entrepreneurship. The treatment of economic actors in this theory contrasts sharply with the portrayal of agents within the neoclassical research programme. Entrepreneurs are depicted as being sophisticated in their decision-making, not unlike practising scientists. The first chapter in Part II, Chapter 6, introduces and develops the idea of 'sophisticated falsificationist' entrepreneurs, who learn from their mistakes (as well as their partial successes). This chapter investigates the general characteristics which distinguish this type of entrepreneurship from others. It also closely examines the specific principles and methodological rules which falsificationist entrepreneurs adopt to promote the growth of their knowledge and to avoid immunising failing ventures against refutation.

Chapter 7 analyses in detail the kinds of deliberate critical tests to which falsificationist entrepreneurs subject their ideas during the new venture development process. It also identifies the 'testing environments' in which entrepreneurs can conduct their critical tests. It is argued that falsificationist entrepreneurs use the market as an educative tool – questioning the usual neoclassical assumptions that market outcomes reflect behaviour which is already well-informed. In addition, Chapter 7 explores the outcomes of testing – i.e. corroboration or refutation – and the speed with which different types of falsificationist entrepreneurs respond to refutations of their ideas. The epistemic returns and economic costs of testing are also taken into account. The discussion culminates in an evolutionary conception of the entrepreneur's learning process.

Continuing at the level of individual entrepreneurs, Chapter 8 inquires into the causes of refutation and the philosophical and practical difficulties which entrepreneurs encounter in deciding whether their theories have been effectively refuted. Apart from internal inconsistency and unexpected exogenous changes, the major cause of refutation of an entrepreneur's theory is its incompatibility with the theories of other economic agents and entrepreneurs. However, the entrepreneur can never pinpoint with certainty the source of a refutation. The Duhem–Quine irrefutability thesis emerges as the most important and comprehensive problem in this regard. The thesis argues that a single hypothesis can never be falsified conclusively, because it is necessary to test the hypothesis in...
combination with additional premises. The implications of the thesis and how falsificationist entrepreneurs cope with it are the subject matter of later sections in this chapter. Practical examples are provided to illustrate the points made.

Chapter 9 explains how the market process operates and the functions it performs, and it emphasises the centrality of the entrepreneur in this process. In line with the characterisation of entrepreneurship as a problem-solving activity, the market is portrayed as a problem-solving process (or an institutional learning mechanism), and not just as a system for the (static) allocation of resources. The market process is regarded as a continuous sequence of conjecture and exposure to refutation, a learning procedure for generating and testing entrepreneurial ideas.

Chapter 9 begins with a discussion of the organisation of conjecture and refutation in the modern market economy. The market process involves testing entrepreneurial ideas by exposing them to the critical appraisal of consumers, resource owners and competitors. This chapter identifies the criteria by which the market screens entrepreneurial conjectures. The role of entrepreneurial profits and losses in the market process is viewed from the perspective of Popper’s theory of the growth of knowledge. In particular, ex post entrepreneurial loss is considered to be the important criterion by which the market system eliminates inferior tentative solutions to perceived market problems (i.e. entrepreneurial theories which are relatively poor approximations of consumers’ latent demands). It is argued that the competitive market process largely owes its comparative success and continued existence to its ability to perform this function better than other institutions. In addition, given that most entrepreneurial conjectures are likely to be false, the proliferation of entrepreneurial ideas generated in the course of the competitive process also increases the chance that at least one tentative solution will survive for a time. I also discuss the implications of the market’s spontaneous origins for generating and testing entrepreneurial conjectures, and I draw out some initial insights provided by the GK approach for the continuity of the market process.

Finally, Part III sets out the agenda for further empirical and theoretical development. Chapter 10 describes a potential empirical test of the GK theory of entrepreneurship. In particular, it specifies a possible test of the prediction that sophisticated falsificationist entrepreneurs perform significantly better than entrepreneurs who adhere to other learning methodologies (such as conventionalism).
A key feature of this empirical test is the application of the novel *Entrepreneurial Learning Methodology Inventory* for determining the learning methodologies of individual entrepreneurs.

Chapter 11 makes recommendations for developing subsequent theories within the GK research programme. This chapter suggests developing the theory in three different directions: at the level of individual decision-making, the level of the entrepreneurial team or firm, and the level of public policy. I close the discussion with some thoughts on the fruitfulness and prospects of the programme.

**NOTES**


2 In this work, I choose not to refer to the approach as ‘the non-justificationist research programme’. Although this is more correct technically, such terminology is cumbersome and is likely to represent a marketing obstacle. I therefore refer to it as the ‘growth-of-knowledge approach’, or the GK approach for short.

3 Of course, the identification of individual rationality with the methods of science is not new and has been popular in cognitive and social psychology and in one branch of personality theory. For example, attribution theorists, such as Kelley and Heider, claim that individuals arrive at their causal explanations of actions and events just as naive (inductivist) scientists do (Bacharach 1986:197; Van Raaij 1985). In addition, Kelly’s (not to be mistaken for Kelley) theory of personality, known better as personal construct theory, characterises people as if they were scientists in the general sense who test hypotheses and who learn by an empirical process. However, these psychological theories imply a conception of rationality different from that developed in the GK programme.

4 For example, see: Barreto (1989); Baumol (1968); Casson (1982); Kirzner (1962a, 1973, 1979b); Latsis (1972, 1976c); and Loasby (1989).

5 For surveys of neoclassical models of market adjustment to equilibrium (but excluding game-theoretic developments), see: Arrow and Hahn (1971); Boland (1986b); Fisher (1976; 1983: Part 1; 1987); Gordon and Hynes (1970); Kirzner (1979b: 16–20); Rothschild (1973); Stiglitz (1989); Thomsen (1992); and White (1978).

6 The wording is Scitovsky’s (1952).

7 To be fair to Fisher, one must acknowledge that he sees the assumption of ‘No Favourable Surprise’ as being of heuristic value rather than as a plausible assumption about the real world (1981:306). He emphasises that his principal convergence result shows the necessary conditions for instability:

The proper way to look at this result is not as stating that no optimistic surprise provides a sufficient condition for stability. Rather
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it is as stating that optimistic surprise is necessary for in stability. If all that is happening is that old opportunities are disappearing through arbitrage, then the system will be stable. It is the perception of new opportunities that keeps the system moving.

(1981:281; original emphasis)

8 Unlike Kirzner, however, Fisher sees the perception of new, previously unforeseen opportunities as maintaining instability rather than as an equilibrating force:

There is no way in which stability can be guaranteed if agents can always wake up with a new idea on which to act. It makes no difference whether such ideas are realistic or mistaken; the perception and pursuit of new opportunities, however mistaken, will tend to keep things moving.

(Fisher 1981:281)

9 But Fisher (1983: Part 2) did discuss price dispersion as an activity consistent with ‘No Favourable Surprise’. The persistence of price dispersion in equilibrium was an issue Fisher placed upon his comprehensive agenda for further research.


11 This criticism was originally directed by Rothschild (1973:1288) at Stigler’s (1961) investigation of price distributions. See too: Butters (1977:465); and Stigler (1983:539).

12 Kirzner (1979b: 142, 148–149) has been the most vocal proponent of the view that an essential characteristic of entrepreneurial knowledge is that it is spontaneously learnt: it is prior knowledge acquired entirely without deliberate, cost-conscious search for information. However, in describing entrepreneurial knowledge as acquired at zero cost, Kirzner makes one caveat:

To describe [spontaneously acquired] knowledge . . . as having been costless or a free good is somewhat misleading. To be sure, the spontaneous learner has incurred no cost or sacrifice through his learning. But this is not so much because the knowledge was costlessly available as because the knowledge was simply not sought deliberately.

(1979b: 143)

Although there are aspects of Kirzner’s conception of entrepreneurial knowledge which I find contentious, I concur with his criticism of search-theoretic approaches to learning activity. For further discussion on the differences between deliberate search and Kirzner’s notion of entrepreneurial alertness, see Reekie (1984:93–100).

Theories of the entrepreneur not included in this discussion are: Cantillon (1931); Casson (1990a); Knight (1964); Mises (1949, 1980: esp. ch. 9); Schumpeter (1934, 1947, 1950, 1954); Shackle (1970, 1972, 1979a); and Wu (1989). For a review of most of this literature, see: Casson (1990b); Hébert and Link (1982, 1989); Reekie (1984); and Ricketts (1987a). Although more recent, Casson’s (1990a, 1991) subsequent contributions on enterprise are less directly comparable with the GK theory than is his earlier (1982) work, and so they are not discussed here. For similar reasons, Wu’s (1989) theory is also not examined because it applies to a different domain of inquiry.

Even with extraneous disturbances, if the speed with which economic agents adjust fully to exogenous changes was high, then it is also possible within Kirzner’s and Casson’s theoretical systems that equilibrium could be established temporarily before the next unexpected change occurs in the data (cf. Lachmann 1971b: 48).

On the dynamic nature of research programmes, see too Remenyi’s (1979) work on core-demi-core interaction.

I desist from putting the hard core in entirely subjective terms. A purely subjectivist version of this hard-core assumption could be stated as follows:

\[ \text{HC2} \]

Economic agents subjectively believe themselves to face objective problem situations, and they subjectively believe that there is an objective reality which is independent of their conjectures and preferences.

I refrain from the purely subjectivist position because social events which come about as unintended consequences can sometimes not be explained in purely subjective terms (Latsis 1972:222–223).

As applied in the GK research programme, the rationality principle does not imply single-exit methods of analysis. Thus, it is to be distinguished from Popper’s version of the ‘rationality principle’ for explanations in the social sciences, which implies that a unique action is a rational response to the logic of the situation (Hands 1985a: 86; Latsis 1972:224). For Popper’s method of situational analysis, including the rationality principle, see Popper (1960:149, 152–158; 1966b: ch. 14; 1972: ch. 4; 1976a: 102–103; 1983c); and also Blaug’s (1985) commentary; Caldwell (1991:13–22); Hands (1985a); Koertge (1979); Langlois (1982:84; 1986d: 233); Latsis (1972:222–229; 1976c: 4–5; 1983).

The possibility that economic agents will make mistakes does not contradict the rationality principle. ‘(Unintended) consequences are not evidence of the actor’s so-called irrationality; rather, they are evidence that some of the actor’s knowledge is false’ (Boland 1982:185). In this context, rationality is a purely formal relationship between the economic agent’s behaviour and the agent’s ranking of ends; it does not depend upon the truth status of the individual economic agent’s knowledge (Kirzner 1982c; Rizzo 1982:58). A decision can be mistaken but still be rational if, in the light of the agent’s false knowledge of the relevant features of the problem situation, the decision is consistent with the agent’s goal (see too Langlois 1982:80).
Boland (1982:185) would add another requirement for rational economic decision-making: the falsity of the agent’s knowledge must be unknown to the actor at the time of the decision. However, even if an economic agent knew that his or her theory were false, and provided no superior rival theory were available to the agent, Popper would maintain that it would still be rational for the economic agent to apply that knowledge as a basis for action until a better theory is developed (see section 2.2).

A third level may also be added: that of meta-methodology, which involves distinct rules or principles for critically evaluating competing methodologies at level II and for deciding between them (Nola 1987:446–447). However, the third level is not germane to the present discussion and will not be pursued further.

In particular, Hayek stresses that to explain the behaviour of economic agents, an economic theory must explain how agents acquire knowledge of the givens or constraints if the givens are to play a role in their decision-making (Boland 1982:176, 180, 184–187; Hayek 1937:39).


For comprehensive collections of readings within most of these research programmes, see the ten-part series published by Edward Elgar: Schools of Thought in Economics (ed. Mark Blaug). Apart from Littlechild (1990) which is in this series, the reader interested in a sampling of Austrian work should consult Ebeling (1991) and Kirzner (1994a).

For further detail, see section 3.1 which compares the different characterisations of economic agents’ problem situations within competing research programmes. It is of course the positive heuristic of a programme which largely prescribes the way in which agents’ problem situations are to be specified in economic theories.

Ever since the emergence of adaptive expectations models, however, neoclassical economics has admitted the endogeneity of a small subset of economic agents’ knowledge – namely, their expectations of given economic variables (Bacharach 1986:178–179).

Logic, in the narrow sense of the word, pertains only to the (strictly logical) relationships between statements (Amsterdamski 1975:79, 94).

In later years, however, Lachmann appeared to depart from his earlier views. For a survey of Austrian views on the relationship between psychology and economics, see: Coats (1976; 1983:92–93); Runde (1988) and the comment by Endres (1988).

See section 10.3 on the Entrepreneurial Learning Methodology Inventory. If we adapt the nomenclature developed by Argyris and Schon (1983) for
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a somewhat different context, we can describe the GK model at this stage as postulating a single- rather than a double-loop model of entrepreneurial learning. In single-loop learning, no change occurs in the criteria of theory-choice (i.e. the standards of rationality). Double-loop learning on the other hand involves a change in the criteria of evaluation.

The individual entrepreneur is also the unit of analysis in the theories developed by Casson (1982) and Kirzner (1973, 1979b, 1982c). In this respect, these theories and the GK approach can be distinguished from other theories of entrepreneurship and of innovation, including Nelson and Winter (1982) and Wu (1989), which focus upon enterprising activity and economic change at the firm level rather than at the level of the individual entrepreneur.

It should also be noted that Casson’s later work (1990a) emphasises the nature and role of social groups in entrepreneurship. A similar shift occurred in Schumpeter’s work. In his earlier writing (1934), Schumpeter depicted the entrepreneur as a particular type of individual, a person with exceptional creative ability and pioneering vision (at least on occasion, therefore, Schumpeter’s entrepreneur accords with what Mises (1949: 255–256) called ‘a promoter’, which is a narrower concept than Mises’ personified carrier of a pure entrepreneurial function). In a paper published somewhat later, Schumpeter appears to have extended the scope of his earlier thinking: ‘[T]he entrepreneurial function need not be embodied in a physical person and in particular in a single physical person. Every social environment has its own ways of filling the entrepreneurial function’ (1965: 51). He even accepted that the entrepreneurial function may in fact be performed collectively, by both private and public corporations: ‘With the development of the largest-scale corporations . . . aptitudes that no single individual combines can thus be built into a corporate personality’ (1965: 53). In particular, the entrepreneurial function is allocated between professional managers and teams of research technicians (O’Donnell 1973: 212; Schumpeter 1950: 132).

On this point, see Aitken (1965c: 24), Kirzner (1973: 43; 1979b: 172) and Mises (1949: 252–256). Mises considers that the entrepreneur of economic theory is an economic or ‘catallactic’ category, which is a concept radically different from the entrepreneur in economic history who is an ideal type: ‘The economic categories we are concerned with refer to purely integrated functions, the ideal types refer to historical events’ (Mises 1949: 253). Cantillon (1931) was the first to stress the economic function rather than the personality or social status of the entrepreneur (Hébert and Link 1989: 42).

‘The architecture . . . describes how the constituent decision-making units are arranged together in a system, how the decision-making authority and ability is distributed within a system, who gathers what information, and who communicates what with whom’ (Sah and Stiglitz 1986: 716).

Indeed, Wu’s (1989) theory is noteworthy in that it depicts firms as coalitions of entrepreneurs. These coalitions emerge as a result of entrepreneurs seeking to obtain simultaneously the benefits of both specialisation and diversification (1989: 115–118; 127–150). The multi-entrepreneur firm is argued to be a ‘viable production institution’ because
it enforces the contracts entered into by the entrepreneurs: ‘In short, the
firm has the capability of curbing opportunism, thus enabling the
entrepreneurs to attain a superior cooperative outcome which the market
fails to provide’ (Wu 1989:118).

32 For further discussion of the importance of individual entrepreneurship
in innovation, see Quinn (1979:19–23) and the references therein.

33 For an approach which does combine economic and cultural
determinants of entrepreneurship into a single theoretical framework,
see Casson (1990a). The reader is also referred to Berger (1991) which
contains interdisciplinary work on the subject of the culture of
entrepreneurship by social scientists outside of economics. For selected
readings on cultural factors in economic development, with special
reference to immigrant groups, social mobility, religion and the state,
see Casson (1990b: Part III).

34 Cf. Langlois (1986d: 233–234). For example, in their exploration of
the psychological and sociopsychological foundations of firms, Nelson
and Winter (1982: esp. chs 4, 5) employ Polanyi’s (1958) concept of
scripts and tacit knowing to describe the knowledge possessed by
economic agents. Their evolutionary theory of economic change is not,
of course, within the GK programme because tacit knowing delves into
the context of discovery.
By way of introduction to this chapter, it is appropriate to discuss why indeed a short survey of Popper’s philosophy is warranted at all, given that Popperian ideas are supposed to be so popular and widely disseminated within the economics profession. A review of Popper’s work is considered necessary for two main reasons. First, commonly held and influential misinterpretations of Popper abound in the philosophy and history of science. For example, Ayer, followed by many other philosophers holding a justificationist theory of rationality, misread Popper and attributed a dogmatic form of falsificationism to him, in spite of the fact that Popper’s Logik der Forschung is one of the most devastating attacks ever launched against dogmatic falsificationism (Lakatos 1970:181; Settle 1974:744). The pseudo-Popperian theory of dogmatic falsificationism is a mere myth that these philosophers have invented and criticised. Similarly, in alluding to Popper, Kuhn has offered a highly ‘simplistic stereotype of falsificationism’ and of the logic of scientific discovery (Popper 1983a: xxxii–v). Lakatos (1970:93, 179) rebuked Kuhn for identifying Popper’s basic position solely with naive falsificationism and for thereby overlooking Popper’s sophisticated falsificationism and the novel philosophical research programme that he started.

The second reason why Popper’s ideas deserve to be an urgent topic for discussion is that there are many misunderstandings and disagreements in the literature of economics, economic methodology and the history of economic thought about the content of Popper’s philosophy of science:

Popper is the most likely to be misinterpreted by those not well acquainted with his work . . .

(Loasby 1984b: 407)
Some methodological writers – economists among them – have recounted a naïve version of ‘falsificationism’ which is a vast oversimplification of what Popper actually said.

(Stewart 1979:76)

As de Marchi notes in his own chapter (1988b) . . . , Popper was never really understood by economists; what practical economists took from Popper was the position that Lakatos called ‘naive falsificationism’ . . .

(Weintraub 1988:225)

Popper’s ideas are known (albeit imperfectly), referred to, often appealed to in disputes about ‘right’ practice, yet not deferred to in the actual doing.

(de Marchi 1988a: 10)

This chapter is first and foremost a sketch of some aspects of Popper’s philosophy that are most relevant to the problems addressed by this book, namely, explaining entrepreneurial learning and market processes. The goal of the chapter is to explain and to clarify Popper’s position: in particular, his methodology of science, his theory of knowledge and his critical rationalism. It does not intend to provide a comprehensive critical assessment of Popper’s views but rather aims to clear up the most frequent confusions that exist about Popper in the economics literature.1

This chapter is limited to Popper’s non-justificationist philosophy and to some developments of his programme. No attempt is made to detail a chronology of the evolution of Popperian philosophy. Furthermore, this chapter does not embrace more recent non-justificationist philosophies which have been advanced in the literature, such as that of Richard Rorty (1979). However, as a background to a better appreciation of Popper’s contribution, it is appropriate to begin the discussion with an analysis of the ‘received view’ in the philosophy of science, namely, justificationism. Indeed, a critique of justificationism is one of the central pillars of Popper’s philosophy.

2.1 THE RECEIVED VIEW: JUSTIFICATIONISM

Justificationism is the methodological doctrine which asserts that a theory cannot be accepted as genuine knowledge unless it can be
positively justified, that is, proven true. “A genuine statement must be capable of conclusive verification” (Schlick 1931:150). Consequently, justificationism only identifies knowledge with certain knowledge, thereby demanding very high epistemological standards (Lakatos 1971a: 108). According to justificationism, ‘conjectural knowledge was a contradiction in terms’ (Lakatos 1968a: 321).

There are many divergent and competing brands of justificationism which share little in common other than the above assertions. Different justificationist methodologies recognise different foundations of knowledge. For example, classical intellectualists, such as Descartes and Spinoza in the seventeenth century, believed that the truth could be proved by the power of the intellect. The intellectualists were apriorists concerning the nature of the justification of scientific knowledge, that is, intellectualists attempted to justify their beliefs by appealing to a priori or self-evident truths. They extolled intelligence above empiricism but did not deny that knowledge of sorts could be gained from the senses. In contrast, classical empiricists (i.e. positivists and sensationalists) claimed that knowledge must be justified by the evidence of the senses. Both acknowledged that deductive logic could only transmit truth and not establish truth, but they disagreed amongst themselves about how the truth of first principles or axioms could be justified and thus about what could be accepted as axioms.

Logical positivism was a dominant philosophy of science which was intrinsically justificationist. The positivists believed that scientific knowledge was the paradigm case of human knowledge because of its greater certainty. They wanted to demonstrate that a secure foundation for scientific claims existed which was provided by the rigorous standards scientists applied in recording observations and gathering data (Ackermann 1976:1–2).

2.1.1 The logical problem of the justification of induction

The classical empiricists believed that the justification of scientific theories required an inductive logic, as opposed to the deductive logic of the classical intellectualists. As justificationists, they also assumed that inductive inference itself requires justification, i.e. proof that induction yields valid knowledge. However, an attempt at such a proof is fraught by Hume’s logical problem of the justification of induction, which asks:
Are we justified in reasoning from (repeated) instances of which we have experience to other instances (conclusions) of which we have no experience?

Hume’s answer . . . is: No, however great the number of repetitions.

(Popper 1972:4)

The inductive procedure involves learning the truth of a general law from observing numerous particular examples. One collects facts about some members of a set (e.g. observing the price of a good at a particular time and place) and then with the aid of the rules of induction, one draws the conclusion that some generalisation about the whole set is true (e.g. about the behaviour of that good’s price over all time and wherever it is sold).

Inductive inferences, however, are not logically conclusive because there is no guarantee that what has been experienced in the past will persist in the future. Demonstrative (i.e. compelling) logical arguments are characterised by the fact that true premises necessarily imply true conclusions. Although deductive inferences possess this character, inductive inferences are non-demonstrative, because it is not the case that if the premises of an inductive argument are true, then the conclusion must always be true. The conclusions are not entailed by the premises. Even if the premises are true, it is logically possible for the conclusion of an inductive argument to be false (Blaug 1980:14–17; Chalmers 1982, ch.2). Inductive learning cannot be logically justified: no amount of finite evidence about the singular elements of an infinite set can prove that such a set has specific general properties. Indeed, a universal law goes essentially beyond an infinity of observations or repetitions (Popper 1972:7).

Having demonstrated conclusively the impossibility of justifying induction, Hume still maintained that even though induction is not logically valid or rationally justifiable, it is still the universal method by which we all acquire our expectations and beliefs:

Hume’s understanding of the problem of induction includes a psychological evaluation: though induction cannot be rationally justified, reasonable people still expect the future to resemble the past; put another way, though we cannot prove universal theories to be true, we still believe them to be true. That the origins of such beliefs are ‘habit and custom’, and ultimately
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based on an individual’s *experience*, was Hume’s thesis; and empiricists ever since have emphasized that observations of the phenomenal world are the source of theories.

(Caldwell 1982:43; original emphasis)

This brings us to a discussion of the psychologism inherent in the justificationist position, which began with Hume’s accommodating response to the problem of induction.

### 2.1.2 Justificationism’s retreat to psychologism

The justificationist conception of knowledge as justified true belief leads to psychologism. If the statements of science are to be justified on the basis of logic, then statements can only be justified by other statements (which have already been justified). But the justification of one statement by another leads to an *infinite regress* of proofs, so that classical empiricists resorted to psychologism, which Popper defines as the doctrine that statements can be justified not only by statements but also by perceptual experience (Popper 1959:94). According to psychologism, sense experience represents immediate knowledge whose truth can be guaranteed subjectively. Perceptual experience produces immediate feelings of conviction by which one can establish the truth status of an observation statement. The rest of one’s knowledge can be justified by reference to this immediate knowledge. Perceptual experiences justify observation statements, and all other scientific knowledge must be logically inferred (usually inductively, but also deductively) from such justified observation statements (Musgrave 1974b: 568, 582). For the classical empiricists, therefore, the narrow empirical basis of science consisted of a small set of propositions expressing hard facts, whose truth was established by experience.

What Popper terms the ‘bucket theory of the mind’ is an example of a psychologistic theory of knowledge. This theory takes as its starting point the idea that to know anything about the world, one must first have had perceptions or sense experiences (Popper 1972: ch.2, appendix 1). Hume’s empiricist psychology was a version of this theory of knowledge.

Most justificationist theories of knowledge which recognise the senses as a source of knowledge assume implicitly that sensations are unimpregnated by theory and that a distinction between observational and theoretical terms is possible. They rely upon a
psychology of observation which prescribes the right state of mind for observing the truth. For instance, classical empiricists claimed that the right mind was a clean slate from which all innate ideas and theoretical prejudices had been wiped (Lakatos 1970:99). (By way of qualification, however, it must be recognised that some brands of justificationist empiricism do not distinguish so starkly between observational and theoretical terms. For instance, Margenau (1966) argues that there are varying layers of theory or degrees of abstraction. He emphasises that data in the domain of protocols – or p-domain – have no organisation of their own, that they must have organisation imposed upon them by the observer. The observer interprets observations of events in the p-domain in terms of low-level ideas in the domain of constructs, or c-domain.)

2.1.3 Other versions of justificationism

Justificationism was superseded by neojustificationism (or probabilism) when it was recognised that no scientific theory is provable, and that all theories are equally unprovable. Neojustificationism asserts that though equally unprovable, scientific theories have different degrees of probability (in the sense of the calculus of probability) in the light of the available empirical evidence (Lakatos 1970:95). A proposition is therefore scientific if it is probable to a proven degree. Neojustificationists believe that even if absolute certainty is an unattainable goal, science must still produce the next best thing: near-certainty. They water down the ideal of proven truth to ‘probable truth’.

Neojustificationism was founded by imellectualists. However, philosophers also tried to construct an empiricist version of neojustificationism (Lakatos 1970:95; 1968a: 367, 361). This approach culminated in Carnap’s logical empiricism – Lakatos (1968a: 324) prefers the term neoclassical empiricism – which relied upon confirmation as a means for judging the acceptability of hypotheses. Its primary objective was the partial justification of theories: theories had to be at least partially proved, that is, confirmed by the facts to a certain degree. Being a more sophisticated form of logical positivism, it was thus one of the most justificationist philosophies ever to explore the nature and rationality of scientific inquiry.

Given that all scientific theories are equally unprovable, logical empiricists attempted to distinguish scientific knowledge from ignorance by means of a probabilistic inductive logic, which could
specify the probabilities – and hence the relative strengths – of competing hypotheses according to the available evidence (see Suppe 1977a: 624–632). Consequently, the probability of a hypothesis was supposed to represent the degree of rational belief in the truth of that proposition which could be logically supported by the evidence.

Neojustificationists search for (provably) highly probable theories, but exactly how highly probable is never clarified:

A rational individual will therefore always choose hypotheses with higher probabilities over those with lower probabilities. As evidence accumulates the balance may tip to alter the probabilities of competing hypotheses, and the rational individual will alter his convictions according to the shift in probabilities.

(Rutherford 1984:378)

If the mathematical probability of a particular theory is high, it qualifies as scientific in the eyes of the neojustificationist. If its probability is low or even zero, it is rejected as unscientific. Neojustificationism thus provides a continuum ranging from poor theories with low probability to good theories with high probability: rather than a dichotomous demarcation between science and pseudoscience (Lakatos 1978:3).

However, even neojustificationism is beset with difficulties. Its adherents failed to find even a probabilistic solution to the problem of induction. Whereas the classical justificationists had failed to justify the inductive procedure needed to prove theories from facts, the neojustificationists failed to justify the inductive principles required to prove even the probability (i.e. the degree of confirmation) of hypotheses (Lakatos 1968a: 367).

Scepticism and conventionalism have been argued to be the only avenues open to the justificationist. Scepticism does not deny justificationism, since it assumes that knowledge, if it exists, must be justified true belief. It claims only that proven knowledge cannot be attained and that we have therefore no knowledge at all, everything is uncertain (Lakatos 1970:94). Scepticism first conflates knowledge with certainty and then argues in effect that because certainty eludes us, so does knowledge (Coddington 1982:484). Scepticism is thus the result of a tacit belief in justificationism. It is not a separate position but a variant of justificationist epistemology (Bartley 1964). Furthermore, sceptics regard rationality as impossible: if rational
action presupposes proven or probable knowledge, and if such knowledge is not attainable, then neither is rational action. All in all then, these sceptics are disappointed justificationists: they are hopelessly resigned to the futility of rational, positive justification of their knowledge.

Conventionalism is one of the most sophisticated forms of justificationist scepticism. It can be defined as ‘the justification of belief by deduction from contingent claims of truth associated with criteria for desirable theoretical statements (e.g., simplicity, testability)’ (Brennan 1984:132). Although not subscribing to conventionalism, Popper (1959:451) even concedes that it is ‘a system which is self-contained and defensible’ and that ‘attempts to detect inconsistencies in it are not likely to succeed’ (see too: Popper 1959: sections 19–20; and Lakatos 1971a: 94–96). Whereas the inductivist believes that genuine (proven or probable) theoretical knowledge is possible and tries to glean it from a narrow empirical basis of hard facts, the conventionalist is far more street-wise, having fathomed that genuine theoretical knowledge of the world is not possible given the justificationist definition of knowledge. Conventionalism accepts that it is impossible to prove the truth of a theory inductively. In accepting that theories go beyond sense experience, conventionalism claims that a theory is neither empirical nor factual, but is rather an accepted way of classifying particular facts (Agassi 1966:4–5). Accordingly, a theory is considered by the conventionalists to be simply a convenient catalogue system for filing facts and generalisations; the system is not regarded as proven true but only as true by convention (or possibly even as neither true nor false) (Boland 1982:177; Lakatos 1971a: 95). In spite of its coherence, conventionalism still represents a rather negative position: theory-change does not constitute increasing truthcontent; it merely involves replacing ‘an unordered or an arbitrarily ordered heap of information by an elegantly ordered yet not richer stock of information’ (Agassi 1966:5).

Instrumentalism is closely related to conventionalism and shares the justificationist prejudices of the latter. It is a methodological strategy which asserts that theories are best regarded as practical instruments for making predictions. A justificationist mistake underlies many versions of instrumentalism: it is assumed that only that is real which can be known with certainty (Popper 1963:117). From its justificationist assumptions, instrumentalism thus draws rather anti-realist conclusions: it denies ontological status to theoretical concepts, that is, it rejects the claim that these concepts describe or correspond to anything in reality.
Both instrumentalism and conventionalism agree there is no direct solution to the logical problem of the justification of induction. Like conventionalism, instrumentalism eschews a theory’s truth or falsity. However, the differences between the two methodologies have been acutely stated by Lakatos:

Conventionalism rests on the recognition that false assumptions may have true consequences; therefore false theories may have great predictive power. . . . On the other hand some conventionalists did not have sufficient logical education to realise that some propositions may be true whilst being unproven; and others false whilst having true consequences, and also some which are both false and approximately true. These people opted for ‘instrumentalism’: they came to regard theories as neither true nor false but merely as ‘instruments’ for prediction. Conventionalism . . . is a philosophically sound position; instrumentalism is a degenerate version of it, based on a mere philosophical muddle caused by lack of elementary logical competence.

(Lakatos 1971a: 95)10

Rather controversially, Boland (1982:143–146) claims the major methodological difference between conventionalism and instrumentalism is that the former searches for a criterion to substitute for truth, whereas the latter searches for short-run criteria which provide immediate predictive success, no claim being made that these criteria are truth substitutes. According to Boland, conventionalism denies the possibility of solving the original problem of the justification of induction, but it accepts the necessity of reformulating the problem into one that can be solved: namely, the search for criteria and the establishment of acceptance rules that can be used in choosing between competing theories. In contrast, Boland argues that instrumentalism dismisses the problem of induction. It ‘solves’ the problem of induction by ignoring it. It does not try to justify theories because the truth of theories is not necessary for practical success. Boland’s interpretation of instrumentalism is thus that it is in some sense a non-justificationist methodology.

Yet another dominant methodology which is consistent with justificationism is dogmatic falsificationism (as defined by Lakatos 1970:95–103). Dogmatic falsificationism accords with the central tenets of justificationism: it assumes that the truth-value of observational propositions can be proved from facts; it also assumes that there is a natural demarcation between proven, observational
propositions on the one hand, and theoretical propositions on the other; it asserts that theories can be tested against this absolutely firm foundation of authoritative facts and that it is possible to produce a hard, conclusive disproof of a theory under test; it also assumes that once theories are tested, they can be instantly assessed, and that if they are refuted, they are eliminated immediately. It also shares with justificationism the view that science evaluates one theory at a time, that is, it represents a monotheoretical model of assessment.

However, unlike many other variants of justificationism, dogmatic falsificationism refuses to accept that the infallible foundation of empirical knowledge can be used as the basis for inductive inference: it denies that theories can be arrived at by induction from facts and accumulated generalisations. It thereby rejects the cumulative theory of the growth of knowledge. Thus, it is argued that the certainty of the empirical basis cannot be transmitted to scientific theories. All theories are admitted by the dogmatic falsificationist to be equally fallible, unprovable and improbabilifiable. Hence, apart from justificationist scepticism, dogmatic falsificationism is the weakest form of justificationism (see too section 2.2.4).

There is a host of other methodological and philosophical doctrines which can be shown to be justificationist at heart. At this juncture it suffices merely to mention them in passing: pragmatism, operationalism, behaviourism, phenomenalism, existentialism and the hermeneutic and dialectical approaches. All these doctrines are brands of justificationism. The rejection of justificationism per se necessarily implies the rejection of each of these methodologies.

2.1.4 The justificationist conception of the growth of knowledge

To the justificationist or neojustificationist, learning or the acquisition of knowledge involves cautiously building up a store of proven or probable knowledge. Justificationist conceptions of knowledge are closely, but not strictly, linked with the thesis of intertheoretic reduction which maintains that all successor theories are simply amplifications of their predecessors, which they never contradict:

science establishes theories which, if highly confirmed, are accepted and continue to be accepted relatively free from the danger of subsequent disconfirmation. The development of science consists in the extension of such theories to wider scopes . . . the development of new highly confirmed theories for related
domains, and the incorporation of confirmed theories into more comprehensive theories. . . . Science thus is a cumulative enterprise, extending and augmenting old successes with new successes; old theories are not rejected or abandoned once they have been accepted; they are just superseded by more comprehensive theories to which they are reduced.

(Suppe 1977b: 55–56)

The growth of knowledge is thus conceived as the gradual unilinear accumulation of eternally valid facts, empirical generalisations and theories of higher levels of universality. ‘According to this school then, . . . the growth of knowledge is the growth of proven knowledge . . . ’ (Lakatos 1978:193). Once knowledge is justified (i.e. proven true), it stays so for all time.\(^{11}\) To the justificationist, the growth of knowledge is continuous and coherent in the sense that consistency must always be maintained between all (scientific) theories in all domains. Perceived unity in the growth of knowledge arises from the justificationist notion that science progresses by incremental improvements within the one true theory. The result is a *cumulative* rather than a revolutionary model of the growth of knowledge. (Justificationist scepticism, however, results in a *stagnation* model because it denies at the outset the possibility of growth.) According to inductive justificationism, all genuine progress must take place in Kuhnian normal science. No revolutions can occur within the justificationist conception of the growth of knowledge, because science never overturns facts which have already been established as true.

### 2.2 POPPER’S NON-JUSTIFICATIONIST PHILOSOPHY

Justificationist conceptions of the nature of science, its growth and methodology have been critically examined in recent years and have largely been repudiated. New theories of the growth of knowledge have emerged.

Many philosophers in the growth-of-knowledge tradition started with Popper’s views, and in applying some ideas from the philosophy of science to the treatment of knowledge and learning in economic theories, I too begin with Popper’s philosophy. For Popper, the most exciting and central problems of epistemology (the theory of knowledge) are those connected with the growth of knowledge
By the growth of knowledge, Popper means the growth of systems of conjectures, some of which are well-criticised and severely tested.

According to the justificationist theory of knowledge, science and common-sense decision-making are inherently different. In contrast, for Popper and other philosophers in the growth-of-knowledge tradition, the difference between science and practical decision-making is one of degree and not kind.

My interest is not merely in the theory of scientific knowledge, but rather in the theory of knowledge in general. Yet the study of the growth of scientific knowledge is, I believe, the most fruitful way of studying the growth of knowledge in general. For the growth of scientific knowledge may be said to be the growth of ordinary human knowledge *writ large*...

(Popper 1963:216)

Scientific knowledge is merely a development of ordinary knowledge. Its very problems are enlargements of the problems of common-sense knowledge. Both ordinary and scientific knowledge grow by fundamentally the same procedure: the method of learning by trial and error-elimination, the method of learning from mistakes (Popper 1959:18, 22; 1960:85–87; 1963:216; 1972:259, 261). The main difference is that in the case of scientific knowledge we consciously and systematically search for errors and contradictions (Popper 1976c: 115).

Popper’s philosophy of science represents one of the most important developments in Western philosophy during the twentieth century. The originality of Popper’s contribution lies in the fact that it is historically the first fully-fledged *non-justificationist* philosophy. According to Popper, conjectures can never be positively justified. They can neither be established as certainly true nor as probable. Rather scientific theories are:

*genuine conjectures* – highly informative guesses about the world which although not verifiable (i.e. capable of being shown to be true) can be submitted to severe critical tests. They are serious attempts to discover the truth.

(Popper 1963:115; original emphasis)

According to Popper’s philosophy, all knowledge is tentative and uncertain. There can be no ultimate and absolute knowledge (not
even knowledge which is objective can be absolute). All statements in science can be tested at any time and, in principle, all are capable of being refuted. Popper’s fallibilistic epistemology denies the existence of any royal road to truth. The foundations of all knowledge and hence of all criticism remain forever conjectural:

The empirical basis of objective science has thus nothing ‘absolute’ about it. Science does not rest upon rock-bottom. The bold structure of its theories rises, as it were, above a swamp. It is like a building erected on piles. The piles are driven down from above into the swamp, but not down to any natural or ‘given’ base; and when we cease our attempts to drive our piles into a deeper layer, it is not because we have reached firm ground. We simply stop when we are satisfied that they are firm enough to carry the structure, at least for the time being.

(Popper 1959:111)

Justification plays no integral part in Popper’s epistemology, theory of method or critical rationalism (see, for example: Popper 1972: chs 1–3; 1974: section 15). Popper showed that even neojustificationism, with its retreat from proof to probability, was inadequate: under very general conditions the mathematical probability of any universal statement or theory is zero, whatever the amount of observational evidence in its favour (Popper 1959: appendix *vii). Thus, according to Popper all theories are not only equally unprovable, they are also equally improbable (Lakatos 1970:95; 1978:3). Popper elaborated new, non-justificationist criteria for critically and rationally evaluating scientific theories which arise naturally from his solution to the problem of induction. Popper’s theory of (scientific) rationality constitutes a major step forward in relation to its justificationist predecessors, especially inductivism.

2.2.1 Popper’s (dis)solution of the problem of induction

In order to solve the problem of induction, Popper generalised and restated the original problem: 12

Can the claim that an explanatory universal theory is true or that it is false be justified by ‘empirical reasons’; that is, can the assumption of the truth of test statements justify either the claim that a universal theory is true or the claim that it is false?

To this problem, my answer is positive: Yes, the assumption of
the truth of test statements sometimes allows us to justify the
class that an explanatory theory is false.
(Popper 1972:7; original emphasis)

Having dissolved the problem of induction, Popper develops a purely
deductivist methodology which shows how rational choices between
competing hypotheses are possible without inductive justification or
the computation of relative degrees of confirmation. His deductivist
methodology relies upon the asymmetry between verification and
falsification by experience (see Popper 1959:41; 1972:12; 1983b:
section 22). The asymmetry arises from the logical form of universal
statements. A universal statement (e.g. all swans are white) cannot
be verified by singular observation statements (e.g. observations of
white swans), no matter how many there are. But a universal
statement may be falsified with the aid of deductive logic by only
one singular statement (e.g. the observation of a black swan). No
inductive inferences are required in the falsification of a universal
theory through the falsification of its deductive consequences (i.e.
predictions).

Whereas justificationists located the rationality of science in
verification, Popper attempts to ascertain the nature of scientific
rationality if it is located in falsification and the elimination of error.
Seen in this light, scientific method is not a way of justifying results.
Scientific theories cannot be rationally justified, but they can be
rationally criticised and tested:

science is one of the very few human activities – perhaps the
only one – in which errors are systematically criticized and
fairly often, in time, corrected. This is why we can say that, in
science, we often learn from our mistakes, and why we can
speak clearly and sensibly about making progress there.
(Popper 1963:216)

2.2.2 Popper’s elimination of psychologism

Reichenbach (1938; ch.1, section 1) coined the terms ‘context of
discovery’ and ‘context of justification’ to distinguish between the
manner in which a scientific result is discovered and the manner in
which that result is submitted to and evaluated by the scientific
community, respectively. Almost all adherents to logical positivism
upheld this distinction. Popper follows the received view in confining
his attention to the logical ‘context of justification’ rather than the
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psychological ‘context of discovery’. According to Popper (1959: section 2), the philosophical analysis of theories can ignore how discoveries are made (i.e. the context of discovery) and should restrict its inquiry to theories as finished products of human intellectual activity (i.e. the context of justification). Problems related to the act of inventing a theory are considered to be the concern of psychology, not epistemology and the philosophy of science. The logical analysis of knowledge can ignore the psychological process by which that knowledge is created, because in the absence of an inductive logic of discovery and of justification, knowledge of the psychological process of forming theories cannot give theories logical validity if they are otherwise logically inconsistent. Consequently, Popper focuses upon the analysis and appraisal of scientific theories after they have been conceived, and he emphasises that the logical analysis of finished discoveries cannot supply a logical method of discovering new ideas.

Unlike the justificationists, however, Popper combats the psychologistic notion that statements can be justified by perceptual experience. Statements can only be justified by other statements. This rejection of a psychologistic empirical basis is reinforced by his denial that there is any natural (i.e. psychological) demarcation between observational and theoretical terms. According to Popper, discoveries and observations are stimulated and guided by theory, rather than theories being discoveries due to observation (see Popper 1959: section 25, appendix *x; 1963:41–48; 1972:342–347; and also Musgrave 1974b: 566–573). Popper’s thesis is that theory, or at least some crude expectation or hunch, precedes observation in all cases. Thus, all facts are theory-laden; all observation statements are theoretical to some degree. The latter all transcend immediate experience because they use universal terms which in turn presuppose universal theories.

Furthermore, the justificationist conception of knowledge as justified true belief conflates the content of some belief with the particular psychological attitudes that people may have towards that content. It thus confuses the objective dimension of knowledge with its subjective dimension. The objective dimension of knowledge is explained away in subjective, psychological terms (i.e. psychologism). Popper’s logical analysis of knowledge, however, seeks to explore the non-psychological, objective or inter-subjective aspects of scientific knowledge, with the result that the content of knowledge becomes the focus, rather than psychological attitudes (Musgrave 1974b: 566–570). Science is a rational enterprise concerned with obtaining
objective knowledge of the real world. According to Popper, the growth of scientific knowledge takes place essentially in ‘world 3’, the world of objective knowledge, which is independent of ‘knowing subjects’. Indeed, Popper (1972:73) goes so far as to say that purely subjective knowledge does not exist.

Popper’s logic of knowledge is also concerned with the formulation of objective standards (such as testability) which can be applied in the critical appraisal of (scientific) theories. These objective standards are independent of any psychological facts about the people who produce or evaluate theories (Musgrave 1974b: 570).

The objective concept of truth also plays a crucial role in Popper’s elimination of psychologism from his theory of knowledge. Justificationist philosophies rely upon psychological theories of truth which conceive truth as a property of our state of mind. Truth (i.e. true knowledge) is regarded as a very special kind of belief, one that can be shown to be justified. The theory of objective truth, on the other hand, asserts that although we search for truth, it may well be impossible for us to recognise truth even when we hit upon it. There is no infallible means of detecting objective truth. It is only the idea of an absolute or objective truth – in Tarski’s formulation as correspondence to the facts – which makes rational criticism and rational theory-choice possible (see Popper 1963:223–233; 1972: ch.9). In the absence of objective truth, it would not make sense and would not be possible for us to adopt critical policies with the express aim of finding our mistakes and learning from them. ‘Thus the very idea of error – and of fallibility – involves the idea of an objective truth as the standard of which we may fall short. (It is in this sense that the idea of truth is a regulative idea.)’ (Popper 1963:229; original emphasis).

2.2.3 Popper’s theory of the growth of scientific knowledge

As discussed earlier, inductive justificationists maintained that scientific progress arises from intertheoretic reduction, that is, from the succession of more universal theories which include earlier theories as special cases:

The only aspects of the growth of scientific knowledge relevant to philosophy were the inductive justification or confirmation of knowledge claims and the incorporation of older theories into more comprehensive theories via intertheoretic reduction. The resulting view of scientific knowledge was a static one

© 1996 David A. Harper
which, ignoring the dynamics of scientific progress and being tied to an untenable observational/theoretical distinction and associated epistemology, led to a highly distorted portrait of science and the knowledge it provided, which had little to do with the epistemic activities science was actually engaged in.  
(Suppe 1977a: 704)

Popper flatly rejects the thesis of scientific development by intertheoretic reduction. According to Popper, a new theory of a higher level of universality is not just a mere conjunction of previous lower-level theories. It may actually contradict and correct them. For instance, Newton’s theory of dynamics not only achieved a unification of Galileo’s terrestrial and Kepler’s celestial physics, but it also explained them by correcting them (Popper 1972: ch. 5). Popper claims that it is not even necessary that the ‘new theory should contain the old one approximately, for appropriate values of the parameters of the new theory’ (1972:202). Thus, successor theories can be fact-correcting and can deny the validity of their predecessors.

The justificationist conception of the continuous accumulation of eternal truths is antithetical to Popper’s image of the growth of scientific knowledge. According to Popper, science does not advance by repeated attempts at confirmation of hypotheses. Rather it involves endless testing, the constant overthrow of existing scientific theories and their replacement by wholly new and better kinds of knowledge, that is, new systems of theories of ever greater content (Popper 1976c: 79). ‘Revolutions in permanence!’ is a more appropriate characterisation of the growth of knowledge. Popper regards the growth of knowledge as unidirectional and irreversible, and as fundamentally discontinuous in nature.

Popper’s revolutionary model of the growth of knowledge depicts learning to be the result of a process of natural selection between hypotheses:

our knowledge consists, at every moment, of those hypotheses which have shown their (comparative) fitness by surviving so far in their struggle for existence; a competitive struggle which eliminates those hypotheses which are unfit.  
(Popper 1972:261)^15

The natural selection conception of the growth of knowledge is intended to describe how knowledge actually grows, it is not meant

© 1996 David A. Harper
as a metaphor. Popper cautions against interpreting too narrowly the method of conjecture and refutation and the survival of the fittest hypothesis. The fittest hypothesis is the one which best solves the problem that it was intended to solve and which stands up to severe testing better than its competitors.

The process of natural selection between hypotheses may appear to give rise to results similar to those of induction. In this connection, it is worth pointing out the differences between Lamarckism and Darwinism. Lamarck conceived adaptation of organisms to be the result of direct instruction conveyed repetitively by the environment to aim-seeking organisms. In contrast, Darwin explained such adaptation to be the result of selection, and he showed that the outcome of a selection process may resemble the outcome of instruction (Popper 1972:149, 266–272; 1974:1023). Just as Darwinian biological evolution by natural selection may simulate Lamarckian evolution by instruction, so too may the fundamental procedure of the growth of knowledge (i.e. the method of conjecture and refutation) simulate induction. In his earlier work (1959:276–281), Popper describes scientific knowledge as evolving in what is sometimes termed the ‘inductive direction’ – i.e. the direction from theories of lower universality to theories of higher universality. However, he rejects the doctrine that an advance in the ‘inductive direction’ can only be explained in terms of a succession of inductive inferences. Popper prefers, therefore, to characterise progress towards theories of increasing generality as the ‘quasi-inductive evolution of knowledge, a process which does not contain any inductive elements. Thus, it might appear on the surface that individuals learn inductively – i.e. that they start from observations and proceed by induction to generate their theories – whereas in fact they learn by trial and selective error-elimination.

The actual pattern of the growth of knowledge depends upon whether knowledge is subjective or objective:

knowledge in the subjective sense grows or achieves better adjustments by the Darwinian method of mutation and elimination of the organism. As opposed to this, objective knowledge can change and grow by the elimination (killing) of the linguistically formulated conjecture: the ‘carrier’ can survive – he can, if he is a self-critical person, even eliminate his own conjecture.

(Popper 1972:66)
Subjective knowledge grows mainly through the elimination of the carrier of the false subjective expectations. Thus, in the case of subjective knowledge, we ourselves are likely to perish along with our unfit beliefs, whereas with objective knowledge we can eliminate our mistaken theories before such theories lead to our own elimination (Popper 1972:148, 261).

It should also be noted that Popper asserts that revolutionary growth is crucial for the rational and empirical character of objective scientific knowledge:

if science ceases to grow it must lose that character. It is the way of its growth which makes science rational and empirical; the way, that is, in which scientists discriminate between available theories and choose the better one or (in the absence of a satisfactory theory) the way they give reasons for rejecting all the available theories, thereby suggesting some of the conditions with which a satisfactory theory should comply.

(Popper 1963:215)

Popper’s revolutionary framework leads to theoretical pluralism, sometimes referred to fervidly as the ‘philosophy of proliferation’. Since theories can only be refuted and not verified, the development of a wide variety of rival theories is essential for the growth of knowledge. Monolithic theoretical structures can only hamper growth. Theories are conjectures, and we should create as many bold new ideas as possible, exposing them to critical tests and possible refutation. Unlike Kuhn, Popper (1970:54–55) argues that rarely does one single ruling theory (or a paradigm) ever dominate to the exclusion of all others. Typically, there are competing dominant theories in any one scientific domain.

Before I embark upon a discussion of Popper’s criteria of scientific progress, a few comments should be made about the origin of scientific theories. Although factors in the genesis of theories (i.e. the context of discovery) are not the concern of a logical analysis of knowledge, Popper nevertheless argues insistently that whatever is the origin of scientific generalisations, it is not induction from a series of observations. Popper rejects any doctrine which asserts that knowledge starts from observation, perception or sensation. Knowledge does not start from observations but always from problems, whether practical or theoretical. The generation of hypotheses is therefore not purely random but is problemistic. Theories are stimulated by a particular problem which they attempt
to solve. ‘It is the problem which challenges us to learn; to advance our knowledge; to experiment; and to observe’ (Popper 1963:222). The problem often determines the range within which creative innovations are proposed and may exert a plastic control over them. Problems arise when expectations are disappointed, or when contradictions are discovered either within a theory, between theories or between a theory and observations. Thus, the growth of knowledge can be visualised as a process in which we progress – by the method of conjectures and refutations – from old problems to newer problems of increasing depth.16

2.2.4 Popper’s requirements for the growth of knowledge

Which brings us to Popper’s theory of method. ‘Logical analysis of scientific knowledge must, if it is to give an adequate theory of science, be supplemented by methodology (Musgrave 1974b: 575; original emphasis). Both are required to provide an adequate characterisation and explanation of the growth of (scientific) knowledge. In particular, Popper’s methodology is intended to assist the achievement of the scientific aims specified by his logic of knowledge. Given that the aim of science is conjectured to be the search for truth (i.e for true explanatory theories), his methodology addresses the frankly normative problem of providing criteria of progress towards the truth. This system of methodological rules can therefore be regarded as a proposal to encourage the growth of knowledge. It specifies the criteria according to which a new theory should be judged in order to determine whether it represents an important advance upon its rivals and predecessors. The following discussion examines three requirements for the continual growth of knowledge: testability, empirical success and successful refutations.

Three further points should be noted with respect to Popper’s theory of method. First, the following methodological rules are regarded as conventions which are to be accepted only tentatively. They are the rules of the game of science (Johansson 1975:15; Popper 1959:53–56). Second, Popper (1959:52) explicitly rejects the idea that his methodology studies the actual behaviour of scientists at work. He does not presume to have supplied us with a rationale of actual scientific practice. Third, Popper’s theory of method amounts to sophisticated falsificationism, and it must not be confused with dogmatic or naive falsificationism (the implications of this will be made clearer shortly).
Testability

The first requirement of a good theory is that it is independently testable. A theory is testable if it implies that events of a certain kind cannot happen – that is, conceivable events which could refute the theory. Apart from explaining all the states of affairs which it was designed to explain, a new theory must offer new and bold predictions (especially of new kinds of events) by prohibiting certain things to happen. The new theory must predict things which have never been observed before. The requirement of independent testability is needed to eliminate uninteresting, *ad hoc* theories from our choice set; for provided we have sufficient ingenuity, we can always invent a theory to account for any given set of *explicanda* (i.e. states of affairs to be explained) (Popper 1963:241).

An example of an unsatisfactory explanation which is *ad hoc* and circular is as follows: Q. Why is product x not being sold in market a? A. Because there is insufficient market demand. Q. But what evidence supports the claim that there is insufficient market demand for product x in market a? A. Isn’t it obvious? If there were sufficient demand for product x in market a, it would be sold in market a.

Such circular explanations are unsatisfactory because the only evidence for the explanatory statements (i.e. the *explanans*) is the state of affairs to be explained (i.e. the *explanandum*). To be a non-circular explanation, the *explicans* must possess some testable consequences which differ from the *explicandum* (Popper 1972:191–192).

The testability criterion measures the degree to which the new theory’s explanatory power exceeds that of the best theory previously offered as a possible solution to the problem. ‘It characterizes as preferable the theory which tells us more; that is to say, the theory which contains the greater amount of empirical information or content; . . . which has the greater explanatory and predictive power; and which can therefore be *more severely tested* by comparing predicted facts with observations’ (Popper 1963:217; original emphasis). In this respect the novelty of Popper’s critical approach has been recognised: ‘He was the first philosopher of science . . . to recognise that science aims, above all, to say a lot; he analysed what “saying a lot” involves, and based an entire philosophy of science upon it’ (Musgrave 1974b: 566).

It can be shown that the testability of a theory is *inversely* related to its logical probability (in the sense of the calculus of probability). Thus, according to this criterion, the growth of knowledge means
progress towards less probable or plausible knowledge, that is, towards theories which are more severely testable and which have a lower probability of resisting falsification. This is of course the complete opposite of inductive neojustificationism which assumes that we should aim at a high degree of probability for our theories if we want to promote the growth of knowledge (Popper 1963:218–220, 236).

From his analysis of testability as a crucial logical property of a scientific theory, Popper derives the first rule in his theory of method, the rule of demarcation, which separates the statements of science from non-scientific statements. According to the demarcation rule, only theories which are intersubjectively testable are to be admitted into science. All other theories are to be rejected as pseudoscientific or unscientific (though not necessarily as meaningless). Closely related to the demarcation rule is the preference rule or the rule demanding a high degree of testability: theories with high information content (and hence a high degree of falsifiability) should be given preference to theories with a lesser amount of information. These rules are supplemented by Popper’s supreme meta-rule which says that ‘the other rules of scientific procedure must be designed in such a way that they do not protect any statement in science against falsification (Popper 1959:54).

Methodological rules are thus to be formulated so as to ensure the applicability of the demarcation criterion and the testability of scientific theories. The implication is that testability is not only a logical but also a methodological matter. According to the logical definition (i.e. the demarcation criterion), theories are testable if they make predictions which can be checked by independent experiments. However, even if theories possess the logico-epistemological property of being testable, they will cease to be testable (and hence scientific) if the critical method of dealing with theories is no longer applied to them (Nola 1987:443; Popper 1959:54). (However, a theory must be testable in the logical sense if Popper’s methodological rules are to be applied to it.) As a methodological supplement to the logical definition of testability, the critical method requires that one specify in advance a potential observation or state of affairs which, if observed, would refute the theory. In this sense, scientific theories are not so much demarcated from pseudo-scientific theories, as scientific method is demarcated from non-scientific method (Lakatos 1978:3).

To ensure testability, methodological rules are needed which prohibit the adoption of dogmatic ways of immunising theories
against refutation. These rules against immunising stratagems tell us not to modify a theoretical system in order to avoid falsification if so doing reduces the testability of the system as a whole (e.g. by adding an ad hoc auxiliary hypothesis).¹⁹ We are urged not to reject outright observations or experiments which conflict with our firmly held theories. That is to say, we are not to refuse to acknowledge falsifying observations or experiments (Popper 1959:82–84).

In addition, a no stopping rule requires that scientists must keep testing their theories indefinitely and that they must never regard their theories as conclusively verified. Scientists must not lapse into dogmatism (Popper 1959:53; Nola 1987:453).

**Empirical success**

The next requirement for progress is empirical success, which means that a good theory should make at least some successful bold, new predictions and that it should resist refutation for a time. The successful new predictions a new theory must make are identical with the severe tests which it must withstand in order to be counted as superior to its competitors. In a purely logical sense, these predictions are highly improbable in the light of previous theories and hence they are easily refutable (Popper 1963:247).²⁰

The requirement of empirical success is translated into a methodological directive via Popper’s corroboration rules for theories. These rules state that a theory which in fact survives severe attempts at refutation is to be accorded a positive degree of corroboration. (A theory which is falsified by an intersubjectively testable experiment is given a negative degree of corroboration.) It should be noted that a theory which is well corroborated by a severe test is not justified or established as true: indeed, it may be refuted at a later date by different tests or by repetitions of the same test which may or may not be more rigorous (Musgrave 1974b: 569). The degree of corroboration of a theory is backward-looking, and it does not involve any prediction about the theory’s continued success in the future: it is merely an evaluative report of a theory’s past performance, not an index of its future performance (Agassi 1959; Popper 1959: section 82; 1972:17–21; Watkins 1968b: 63). Popper denies the existence of formal algorithms for corroboration. Although he proposes formulae for defining the degree of corroboration (1959: appendix *ix), a major purpose of the formulae is to demonstrate that no algorithm of a probabilistic
theory of induction can be adopted as an algorithm for corroboration. ‘In fact, our choosing one of a set of competing theories, far from being an application of an algorism, is an act of preference; and any preference of a theory over another is in its turn a conjecture (of a higher order)’ (Popper 1974:995).

Because scientists are always operating with theories, they need to be able to make choices between theories. The aim of the formulae for corroboration is to show that the more improbable hypothesis is preferable, so that a probabilistic theory of preference cannot be employed in theory choices. However, scientists can rationally use the degrees of corroboration of competing theories to help them choose the hypothesis which warrants further development, application, critical examination and empirical testing. Such choices are risky and fallible. Consequently, the idea of degree of corroboration should not be interpreted as a criterion for the acceptance of scientific hypotheses (Musgrave 1974b: 584; Popper 1963:218; 1972:18–19).

The requirement of empirical success is radically different from the first requirement of testability. Finding out the extent to which a new theory meets the first requirement depends upon logical analysis, whereas determining the degree to which it fulfils the second requirement relies upon empirical tests of the new theory. A sequential screening procedure is implied: at the first stage, testability is applied as a criterion of potential satisfactoriness; at the second, empirical success is used as a criterion of actual satisfactoriness. The first requirement of testability is needed in order to screen the multitude of possible solutions – many of them trivial and ad hoc – to any particular problem. It is necessary for deciding ex ante whether the new theory is worth testing empirically: does it constitute a potential advance upon previous theories, regardless of the outcome of testing? Is it worth making experiments for this theory? The requirement of empirical success then investigates whether the theory can withstand new and severe tests, especially crucial ones: are its new and bold predictions corroborated by experimental evidence? (Popper 1963:219–220, 242).

The growth of knowledge would cease if we were only able to generate theories that satisfied the first requirement but never the second. The testability requirement stipulates that a new theory must entail new predictions of new kinds of events. This is not sufficient to ensure the growth of knowledge, however. Theories must also fairly frequently be successful in some of their new
predictions if scientific progress is to continue (Popper 1963:243).

The independent testability of a theory (i.e. the first requirement) does not guarantee that the theory is not *ad hoc*. A highly unsatisfactory explanatory theory can always be produced which is totally *ad hoc* despite the fact that it makes independently testable predictions. It is always possible to make an *ad hoc* theory independently testable, if that theory is not also required to withstand the newlyformulated independent tests: the theory simply has to be connected conjunctively with any testable but as yet untested fanciful *ad hoc* prediction (e.g. ‘All Bavarians eat black pudding’). The second requirement, like the first, is needed in order to further screen out uninteresting theories.

Furthermore, empirical corroboration of some theories is required in order to interpret the results of successful refutations:

It seems to me quite clear that it is only through these temporary successes of our theories that we can be reasonably successful in attributing our refutations to definite portions of the theoretical maze. (For we are reasonably successful in this – a fact which must remain inexplicable for one who adopts Duhem’s and Quine’s views on the matter.)

(Popper 1963:243)

A never-ending sequence of refutations would make it impossible for us to identify tentatively the source of a falsification of our theoretical system (Popper 1963:243–4; 1972:193).

This discussion of the requirement of empirical success should also make it clear that Popper’s theory of method is not an entirely negative methodology, as construed by some commentators. Scientists aim for the truth (or at least for theories which are a better approximation to the truth than existing ones), not for refutations. If scientists were only able to succeed in refuting their theories and were never able to corroborate some of them by severe and crucial tests, they might retire from the game of science in the belief that the structure of the world is too complex, and scientific problems too difficult, in relation to the limits of their rationality (Popper 1963:245).

**Successful refutations**

As well as emphasising the importance of empirical successes to the growth and rationality of science, Popper also stresses that science
would stagnate and would fail to keep its empirical and rational character if theories were never refuted. If over time a theory consistently resisted attempts to find a refutation, the epistemic returns from further empirical tests would diminish along with the severity of these tests. The empirical character of such a strikingly successful theory would thus become less and less. The theory might come to be regarded as just a set of conventions, until it is eventually refuted, thereby establishing its empirical character once more (Popper 1963:240).

At this juncture, it is appropriate to emphasise that sophisticated falsificationism does not conflate the refutation of a theory with its rejection. The fact that a theory has been refuted does not mean that it is necessary to abandon the theory. False consequences are necessary for the rejection of a theory, but they are not sufficient. A theory possessing false consequences is eliminated as a contender for the truth, i.e. it is refuted, but it need not be abandoned. Even if we admit its falsity (i.e. accept that it is refuted), we may carry on with our attempts to make it better – as Einstein did with his theory of general relativity (Nola 1987:454; Popper 1974:1009). (By sometimes referring to refutation as ‘elimination’ or ‘rejection’, therefore, Popper only means that a theory is eliminated or rejected as a serious candidate for the truth.) If we cannot produce a satisfactory replacement for the refuted theory, then the refuted theory should continue to be used until a new and better theory is available. However, when operating with the refuted theory (e.g. in practical action and technology), we must not forget that there is something wrong with it and that it may therefore lead us badly astray in at least some circumstances (Magee 1971:72).

It can be seen that the refutation of a theory is a logical affair, whereas rejection is a matter of methodology and depends, among other things, on what competing theories are currently available. Hence, refutation or falsification only involves a relation between the theory in question and the set of observations, whereas rejection involves a multiple relation between the particular theory, rival theories and the body of evidence. (Lakatos (1970, 1974) repeatedly misrepresents Popper’s position in this connection.) It is accepted that in practice scientific theories can be displaced only by an alternative theory (or ‘falsifying hypothesis’) and not by experiments and observations in isolation:

In most cases we have, before falsifying a hypothesis, another
one up our sleeves; for the falsifying experiment is usually a crucial experiment designed to decide between the two.

(Popper 1959:87; original emphasis)

The foregoing insights are embodied in Popper’s rules for the rejection of theories: once a theory has been positively corroborated it should not be abandoned unless it is replaced by another theory which is better testable. Another formulation of this rule is that if a theory is contradicted by accepted empirical evidence, then the theory should be rejected only if the evidence corroborates a new and better theory at the same time.21

As to falsification, Popper is very well aware that empirical observation can never provide conclusive falsification of a theory any more than it can provide conclusive verification:

In point of fact, no conclusive disproof of a theory can ever be produced; for it is always possible to say that the experimental results are not reliable, or that the discrepancies which are asserted to exist between the experimental results and the theory are only apparent and that they will disappear with the advance of our understanding.

(Popper 1959:50; emphasis-added)

Perhaps on this subject more than any other, Popper’s remarks have either been ignored or misunderstood to the extent that he is constantly misinterpreted as advocating dogmatic falsificationism, and particularly the doctrine that false theories can be conclusively disproved by hard facts. All this, in spite of the fact that he has often emphasised that any refutation is fallible and that identifying the source of a refutation is a conjectural exercise (Popper 1959: section 18; 1963:112, 238–239; 1974:1009–1010).

Although science is essentially critical and revolutionary, consisting of bold conjectures controlled by empirical testing, it is nevertheless upheld that the critical defence of theories can play a significant methodological role (Musgrave 1974b: 580–581). There is something akin to a type of infant industry argument in the context of budding new hypotheses:

The dogmatic attitude of sticking to a theory as long as possible is of considerable significance. Without it we could never find out what is in a theory – we should give the theory up before we had
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a real opportunity of finding out its strength; and in consequence no theory would ever be able to play its role of bringing order into the world, of preparing us for future events, of drawing our attention to events we should otherwise never observe.

(Popper 1963:312)

Lakatos (1970) extends the Popperian analysis of the critical defence of hypotheses to form the central part of his methodology of scientific research programmes (see below).

2.3 SUBSEQUENT NON-JUSTIFICATIONIST PHILOSOPHIES

Popper’s distinctive programme was the progenitor of the growth-of-knowledge tradition. However, even though the non-justificationist philosophies in this tradition may have originally been inspired by Popper’s philosophy, or may at least share some important Popperian assumptions on the acquisition of new knowledge, these positions have in some cases been transformed to such an extent that they are flatly incompatible with Popper’s philosophy of science (Freeman and Skolimowski 1974; Newton-Smith 1981). It is perhaps ironic that one of the unintended consequences of Popper’s programme was to open the door to a trend in the philosophy of science which abandoned his conception of rationality.

Most prominent among such ‘renegade’ philosophies are the Weltanschauungen analyses of Feyerabend (1963, 1970, 1975a, 1978), Hanson (1958), Kuhn (1970c, 1977a, 1977b), Polanyi (1958, 1966) and Toulmin (1953, 1961). (With the exception of Polanyi, these philosophical opponents are either students of Popper or have at least acknowledged that they have been influenced by him (Popper 1974:1068).) They all reject the dichotomy of the context of discovery and the context of justification and, in stark contrast to Popper, they regard genetical problems to be an essential concern of epistemology. What follows is intended to indicate the diversity of directions in which non-justificationist philosophies have evolved. It is not a detailed analysis.

Both Toulmin and Hanson revived topics which had previously been rejected as psychological and therefore outside the domain of the philosophical analysis of theories. For instance, Hanson’s analysis of ‘retroductive reasoning’ attempts to account for the logic by which theories are discovered. He claimed that theories are arrived at by
‘retroductive inferences’ from conceptually organised and hence theory-laden data rather than by inductive generalisations from hard facts.

Polanyi and Kuhn, subsequently joined by an ex-Popperian, Feyerabend, try to explain scientific change in terms of social psychology. Kuhn’s ‘blockbuster’, The Structure of Scientific Revolutions, has given the most significant impetus to work in the sociology of science. Kuhn maintains that in order to explain scientific development, it is necessary to go beyond the logic of discovery and to investigate the sociology and psychology of scientific communities:

the explanation [of the growth-of-knowledge process] must, in the final analysis, be psychological or sociological. It must, that is, be a description of a value system, an ideology, together with an analysis of the institutions through which that system is transmitted and enforced.

(Kuhn 1970a: 21)

In seeking to explain scientific progress and the behaviour of scientific groups, Kuhn examines the value systems which scientists use in making choices in the course of research and also the set of institutions which organise research.

A fundamental idea in Kuhn’s original elaboration of his new image of science is the paradigm. In one of its most important senses, Kuhn’s paradigm is a sociological concept (Masterman 1970:65–68). A sociological paradigm is a set of institutions or mutually agreed conventions (whether verbal, behavioural, intellectual, technological, political, methodological and so on) which facilitates systematic problem-solving and the process of scientific discovery. Sociological paradigms exist even at the early stages of an actual science; they are much wider than, and prior to, scientific theories (Kuhn 1970c: 11).

Following criticism of the multiplicity of meanings implicitly given to the term ‘paradigm’, Kuhn then restated his model of science in terms of the twin notions, disciplinary matrixes and exemplars. The original notion of a paradigm, he admitted, conflated these two more recent concepts in spite of the fact that they are very different from each other (1970b: 271–272; 1970c: 175, 181–191; 1977b). A disciplinary matrix comprises all the shared commitments of a scientific group: ‘the entire constellation of beliefs, values, techniques, and so on shared by the members of a given community’ (Kuhn 1970c: 175). This more global concept corresponds to the sociological
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notion of a paradigm; it is a kind of scientific Weltanschauung (or world view). A common disciplinary matrix binds together a scientific community which carries out normal science – a habit-governed, puzzle-solving activity within a definite theoretical framework.26

Exemplars, on the other hand, are the ‘concrete puzzle-solutions which, employed as models or examples, can replace explicit rules as a basis for the solution of the remaining puzzles of normal science’ (Kuhn 1970c: 175). Shared exemplars are an important sort of commitment, one element in the disciplinary matrix. Kuhn’s sociopsychological conception of learning by exemplars is a development of Polanyi’s (1958, 1966) tacit knowing.

In summary, the Weltanschauungen analyses focus on the psychological, sociological and historical factors which affect the emergence, acceptance and rejection of scientific world views. These analyses characterise scientific knowledge as a sociological phenomenon and science as a social enterprise which is more or less a subjective and non-rational process.27 The approaches attack Popper’s logical analysis of knowledge, and they emphasise (some would say, over-emphasise) the non-logical, ‘external’ aspects of theory-choice. In his masterly surveys, Suppe finds the Weltanschauungen analyses to be generally unsatisfactory, and in his Afterword he maintains that they are no longer serious candidates for a viable philosophy of science: ‘The Weltanschauungen views, in a word, today are passé . . . ’ (Suppe 1977a: 634). In particular, he repudiates the sociological basis of knowledge inherent in such analyses, doubting very much whether a Weltanschauung can be the joint possession of members of a scientific community – as required specifically by Kuhn’s analysis of scientific change:

I conclude, then, that there is no reason to suppose that there is anything like a Weltanschauung having the status of a single entity possessed by working scientists; and even if there were good reason to postulate such an entity, doing so would contribute little to our understanding of the scientific enterprise.

(Suppe 1977b: 219)

Lakatos’s (1970) methodology is an attempt to steer midway between the Scylla of justificationism and the Charybdis of Weltanschauungen analyses. He attempts to ‘de-psychologise’ Polanyi and Kuhn and to depict scientific fevolutions as constituting rational growth in our objective knowledge of the real world (Lakatos 1970:93). Lakatos
revises and develops Popper’s theory of science: his methodology can even be viewed as the product of a creative shift within Popper’s philosophical research programme (see, for example, Worrall 1978:65). Indeed, Bartley (1976:38) observed that Lakatos’s concept of a scientific research programme is an idea ‘that he took over completely developed from the accounts by Popper, Agassi, and Watkins of “metaphysical research programmeme”’. (On this point, see too Wartofsky 1976:731.) A scientific research programme is an extension of Popper’s insight that the growth of knowledge requires a set of conventions which imposes a framework for enquiry (Loasby 1989:164). For this reason, Lakatos’s methodology is sometimes referred to as generalised conventionalism or conventional fallibilism (as distinct from Popper’s critical fallibilism).

Lakatos’s methodology of scientific research programmes also provides a sophisticated falsificationist analysis of the critical defence of hypotheses, a subject largely neglected by Popper. In other words, Lakatos (1970:179) provides a Popperian account of Kuhnian normal science, and his concept of a scientific research programme is accordingly a Popperian reformulation of Kuhn’s sociopsychological concept of a paradigm. Unlike Kuhn, however, Lakatos (1970:121–122) advocates theoretical pluralism. Following Popper and Feyerabend, Lakatos insists that the contemporaneous proliferation of competing research programmes is potentially more profitable in terms of gains in knowledge than is a succession of periods of normal science. He claims that ‘what he [Kuhn] calls “normal science” is nothing but a research programmeme that has achieved monopoly’ (Lakatos 1970:155).

Whatever the similarities, however, we must not overlook some significant differences between Popper and Lakatos. In spite of being in the Popperian tradition, Lakatos’s model of science is designed to obscure the Popperian demarcation between science and metaphysics. Consequently, a Popperian metaphysical research programme is irrefutable (i.e. non-testable) by virtue of its syntactical form, whereas the hard core of a Lakatosian scientific research programme is irrefutable because of the methodological decision of that programme’s proponents and not necessarily because of any syntactical reasons (Lakatos 1970:183–184). In addition, Popper sees metaphysics as an external influence, whereas for Lakatos (1971a:103) it is a vital part of the rational reconstruction of science.

Furthermore, Lakatos takes Kuhn’s challenge to (naive) falsificationism much more seriously than Popper. Following Kuhn,
he emphasises that refutations are not important to the direction of the growth of knowledge. The heuristic power of scientific research programmes is expected to preserve the relative autonomy of theoretical science from the verdict of experiment.29 Thus, in some sense Lakatos’s methodology is actually non-empiricist because research programmes are argued to develop without any regard for empirical refutation (see Lakatos 1970:121–123, 151–152, 175).

2.4 CONCLUSIONS

Popper’s non-justificationist philosophy equates the rationality of science with its critical procedures and the ability to learn from mistakes. The scientific process is one which involves rationally evaluating new contributions to science without trying to justify them. A choice of theory is rational if the new theory can be more severely tested than its predecessors, and if it has also been corroborated by some of these new tests, so that it may therefore be a better approximation to the truth than its competitors. Such choices show that we have learnt from our mistakes and that we have added to our knowledge. Popper’s programme also emphasises that the growth of knowledge – both its rational and empirical aspects – relies upon empirical successes as well as successful refutations. In the chapters which follow, I apply Popper’s (and to a lesser extent, Lakatos’s) conception of rationality to entrepreneurship. Among other things, I attempt to explain how entrepreneurs – in spite of being fallible – can make rational choices under uncertainty and how they can eliminate their own errors.

NOTES

1 An exposition of Popper’s philosophy is made difficult because Popper’s views evolved over time. Lakatos (1970:181) even distinguishes between four Poppers: Popper0, Popper1, Popper2, and Popper3. The classic work is Popper (1959), which is further elaborated in Popper (1963, 1972, 1982, 1983b). For a convenient account of Popper’s views on the growth of knowledge, see Popper (1963: chs 3, 10; 1972, chs 1, 5, 7).

of the significance of Popper’s philosophy for economics, see Blaug (1980), Caldwell (1991) and de Marchi (1988c).


4 For an excellent survey of eight major classes of attempts to justify induction, see Salmon (1967) which is also summarised in Weimer (1979:123ff.).

5 For a detailed examination of psychologism, see Nottorno and Wettersten (1989). See too Popper (1972: esp. chs 1, 2) and Agassi (1975).

6 That is, $P(h, e) = C$ (the degree of confirmation), where $0 < C < 1$, and $P(h, e) = C$ can be proved. On neojustificationism, see Lakatos (1968a: 321–330; 1970, 91–95; 1971a: 108).

7 For excellent critiques of these empiricist philosophies, see: Blaug (1980); Caldwell (1982); Lakatos (1968a); Popper (1959) and Suppe (1977b).

8 A statement of the probabilistic problem of induction can easily be obtained by reformulating Hume’s logical problem of the justification of induction, which was discussed earlier: namely, are we justified in reasoning from repeated instances of which we have experience to the probability of instances (probable conclusions) of which we have no experience? (Popper 1972:4). Hume demonstrated that, even when it was restated in probabilistic terms, the logical problem situation did not change.

9 Many contemporary philosophers of science reject instrumentalism (Caldwell 1980b, 1982). Suppe maintains that ‘despite occasional flirtations with instrumentalism, science generally is concerned to obtain knowledge or truths about the real, physical, psychological, or social world. . . . In short, science overwhelmingly is committed to a metaphysical and epistemological realism . . .’ (Suppe 1977a: 716).


10 Boland (1979a; 1982:152) claims that Lakatos is mistaken since instrumentalism on its own terms does not suffer from the alleged logical errors. For a conventionalist critique of instrumentalism, see Caldwell (1980a). For an instrumentalist defence of instrumentalism against conventionalist critiques, see Boland (1979a; 1980; 1982: ch.9).
11 Justificationists had a very convenient way of rationalising scientific changes which resulted from previous errors: ‘if one abandons a theory, then the very fact of the abandonment shows that the refuted theory was not really a result of scientific communion with truth, and that the psychotherapy [that must precede the start of cumulative scientific growth] had failed’ (Lakatos 1978:197). That is, the discoverer of the abandoned theory had led us astray because he or she was originally not in the right (scientific) state of mind for perceiving the truth, so that the theory was not proven in the first place. For further analysis of the justificationist conception of the growth of knowledge, see Lakatos (1968a: esp. 320–322; 1971a: 95; 1978:193–197) and Weimer (1974b: 369; 1979: chs 2, 5).

12 Following his earlier contributions (now published as 1959 and 1979b), Popper (1963:54) first claims that ‘the problem of induction is only an instance or facet of the problem of demarcation’ of science from non-science, and then he applies his demarcation criterion to solve the problem of induction. For a summary and restatement of Popper’s claims to have developed a solution to the problem of induction, see Popper (1972: ch. 1; 1974: section 13). Like most solutions, Popper’s involves a reformulation of the problem: ‘Popper has not so much solved the problem of induction . . . as dissolved it’ (Blaug 1980:15). Lakatos (1974) is a criticism (from within the Popperian research programme) of Popper’s position on induction. In particular, Lakatos claims that the problem of induction is definitely more than merely a facet of the problem of demarcation. He also argues that Popper has not drawn out the full implications of his own achievement. For Popper’s rather condemning reply to Lakatos, see Popper (1974: sections 12, 13).

13 Amsterdamski (1975: ch.3) examines the question of whether Popper is justified in restricting the philosophy of science to the context of justification, and he spells out the essential difficulties which arise from Popper’s delimitation.

14 On Popper’s theory of objective knowledge, see Popper (1972: esp. chs 3, 4) and Popper and Eccles (1977: ch. P2). See Bloor (1974) and Musgrave (1974b) for contrasting critiques of this objective epistemology.


17 Simplicity is actually the first requirement that Popper (1963: ch. 10) says a new theory must meet if it is to qualify as an advancement upon its predecessors. But since he equates (though somewhat controversially) simplicity with testability (Popper 1959: ch. 7), I can omit his discussion.
or simplicity without any loss of content. Furthermore, I discuss Popper’s theory of scientific method without recourse to his notion of the verisimilitude of theories.

I do not suggest that the explicit introduction of the idea of verisimilitude will lead to any changes in the theory of method. On the contrary, I think that my theory of testability or corroboration by empirical tests is the proper methodological counterpart to this new metalogical idea.

(Popper 1963:235)

For Popper’s theory of verisimilitude, see: Popper (1963: ch. 10, esp. 228–237, Appendices 3, 4, 6, 7; 1972:47–60). For his reply to critical objections advanced against his analysis of verisimilitude, see Popper (1974:1100–1103, 1192; 1979a: section 5).

18 For his original discussion of testability, see Popper (1959: ch. 6). On the idea of independent tests, see Popper (1972: ch. 5, the appendix). For a definition of a measure of the severity of tests, see Popper (1959: appendix *ix; 1963: appendix 2).


20 Agassi (1961:90) finds the requirement of empirical success unacceptable because he considers it to be a remnant or verificationism. Popper (1963:248) replies that he would prefer a hint of verificationism to ‘a whiff of some form of instrumentalism’, which would be the result of not including the requirement of empirical success.


22 Inspiration for the philosophies of Toulmin and Hanson can be traced to the later work of Wittgenstein (1953) on language and philosophical psychology (Suppe 1977b: 126; Wartofsky 1976:729). Wittgenstein’s investigations into language learning and language games had in turn been influenced by Bühler, a cognitive and developmental psychologist, who was also a teacher of Popper. It must also be noted that although Toulmin’s earlier work embraced a moderate version of Weltanschauungen analysis, his later work (1972) withdrew from this approach.

23 The term is Wartofsky’s (1976:729).

24 Popper also emphasises that conventions have an essential role to play in scientific method and in scientific development (1959:13, 37, 104; 1963:27, 122; 1970:56).

25 Masterman (1970) and Shapere (1964) in particular have attacked the extreme breadth and ambiguity of the paradigm concept in Kuhn’s earlier work. Masterman (1970:61–65) counts at least twenty-one different usages of the term ‘paradigm’, many of which are incompatible with each other. Masterman suggests that the term ‘paradigm’ be restricted to three main uses: metaphysical, sociological, and artefact or construct.
For devastating criticisms of Kuhn’s subsequent notions of disciplinary matrixes and exemplars, see Shapere (1971).

26 From a methodological point of view, Popperians have been rightly critical of Kuhn’s idea of normal science. Watkins (1970:27) refers to it pejoratively as ‘hack science’. Equally scathing, Popper remarks that:

in my view the ‘normal’ scientist, as Kuhn describes him, is a person one ought to be sorry for. . . . The ‘normal’ scientist . . . has been badly taught. He has been taught in a dogmatic spirit: he is a victim of indoctrination . . . I believe, however, that Kuhn is mistaken when he suggests that what he calls ‘normal’ science is ‘normal’.

Popper (1970:53)


For Kuhn’s defence against the charge of subjectivity and irrationality, see Kuhn (1970a; 1970b: sections 5–6; 1970c: 191–204). Kuhn claims that he does not exclude logic from theory-choice; nor does he deny that scientists employ logic in their arguments. He accepts that there may be good reasons for theory-choice (1970b: 234, 261–262). Kuhn’s thesis is that logic is not compelling: scientists must often resort to persuasion in matters of theory-choice.

28 However, there is no universal agreement that Lakatos’s model of science keeps within the Popperian camp. For instance, Koertge (1978:269ff.) in fact regards Lakatos’s methodology as an inversion of Popper’s programme. Moreover, Bloor reaches other dubious conclusions:

We are ostensibly given a creative development of the Popperian research programme, plus an attack on the Kuhnian approach for its irrationality. What we are in fact presented with is a massive act of revisionism, amounting to a betrayal of the essentials of the Popperian approach, and a wholesale absorption of some of the most characteristic Kuhnian positions.

(Bloor 1971:104)

For a similar characterisation of Lakatos’s work, see Weimer (1974a: 240).

29 Lakatos (1970:155) defines heuristic power as the ‘power of a research programme to anticipate theoretically novel facts in its growth’. It also refers to the capacity of a research programme to predict and to assimilate its empirical refutations in the course of its growth (Lakatos 1970:135–137). However, Musgrave (1976:467–473; 1978:188–190) argues that no matter how powerful it is, a positive heuristic cannot predict refutations of any specific variant of a research programme, a view which Worrall (1978:69) and Urbach (1978:110) later came to share. See too Radnitzky and Andersson (1978a: 6–7).
3
THE DIMENSIONS OF THE ENTREPRENEUR’S PROBLEM SITUATION

In this chapter I attempt to identify and to describe the major dimensions of the entrepreneur’s problem situation. By means of these dimensions I distinguish entrepreneurship from neoclassical economising. The stage is then set to discuss in more detail the structural uncertainty characterising the entrepreneurs environment and the fact that problem-solving is a process that takes place in real time.

3.1 THE DEFINITION OF ENTREPRENEURSHIP AS PART OF A CONTINUUM OF HUMAN ACTION

A number of authors have suggested that entrepreneurship is part of a continuum of human action, at one end of which is the act of innovation and at the other the purely routine. Schumpeter purposefully chooses to define entrepreneurship in a way which does not draw a sharp line between entrepreneurial and non-entrepreneurial activities:

For actual life knows no such divisions, though it shows up the type well enough. It should be observed at once that the ‘new thing’ need not be spectacular or of historic importance. . . . To see the phenomena [sic] even in its humblest levels in the business world is quite essential.

(Schumpeter 1947:151)¹

Similarly, in his examination of entrepreneurship, Ronen concludes that:

What is suggested . . . is a continuum of entrepreneurship. The managerial, least entrepreneurial, individuals operate within
the well-defined and prescribed domain of business activity: existing products, existing markets, existing processes. At the other extreme lies the constant and dynamic innovator, who incessantly seeks new endeavours that involve research and development, market testing, and other uncertainty-reducing activities.

(Ronen 1983b: 148; original emphasis)

The main idea underlying these remarks, therefore, is that of a spectrum ranging from mechanical and routine reactions at one pole, to imaginative entrepreneurial activity at the other. In line with these suggestions, I portray entrepreneurship as the creative and critical segment of the continuum of human action or as the apex of the hierarchy of human cognitive processes. The continuum of human action is defined by several dimensions that characterise the problem situations facing economic actors within economic theories: namely, the nature of uncertainty and of time, the degree of novelty and of complexity, and the extent of indeterminacy (see Table 3.1).

These dimensions can be used as a framework for defining entrepreneurship. Entrepreneurship is defined as a real-time problem-solving activity which involves the exercise of imagination and critical faculties in the context of structurally uncertain and complex problem situations that are conjectured to present profit opportunities. Entrepreneurship can be distinguished from other categories of human action, and it is useful to discuss each class before investigating in detail the dimensions of the entrepreneur’s problem situation.

As we move from the left pole of the continuum to the right, we are progressively widening the system boundaries employed by the economic agent for making a decision. We are relaxing the assumptions of what are taken as given in the agent’s problem situation, so that we (as economic theorists) are progressively increasing the scope of choice for the decision-maker. Three broad categories of human action can be identified: neoclassical constrained maximisation (or Robbinsian economising), satisficing and entrepreneurial choice. Robbinsian economising involves the economic agent facing a perfectly specified problem; satisficing depicts the agent as facing a well-structured problem; and entrepreneurial choice entails the identification and formulation of ill-structured problems by the agent. However, it should be appreciated that the boundary between categories is not always well-defined. Rather the divisions of the continuum merge into one another to some extent.
Table 3.1 Dimensions of the continuum of human action

<table>
<thead>
<tr>
<th>MECHANICAL</th>
<th>HEURISTIC</th>
<th>CREATIVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neoclassical economising</td>
<td>Satisficing</td>
<td>Entrepreneurial problem-solving</td>
</tr>
<tr>
<td>Solution dictated by the problem</td>
<td>Solving given problems by heuristic procedures</td>
<td>Conceiving new problem (new ends-means frameworks)</td>
</tr>
<tr>
<td>Perfectly specified problem situation</td>
<td>Well-specified problems</td>
<td>Ill-specified problems</td>
</tr>
<tr>
<td>Reflexes</td>
<td>Not snap-decisions</td>
<td>Process of deliberation</td>
</tr>
<tr>
<td>Parametric uncertainty</td>
<td>Parametric uncertainty</td>
<td>Structural uncertainty</td>
</tr>
<tr>
<td>Perfect or probable knowledge</td>
<td>Reliable knowledge</td>
<td>Fallible knowledge</td>
</tr>
<tr>
<td>Static conception of knowledge</td>
<td>Knowledge largely static</td>
<td>Dynamic conception of knowledge</td>
</tr>
<tr>
<td>Newtonian time</td>
<td>Newtonian time</td>
<td>Real time</td>
</tr>
<tr>
<td>No novelty</td>
<td>Limited novelty</td>
<td>Novelty</td>
</tr>
<tr>
<td>Subjective utility</td>
<td>Subjective utility</td>
<td>Subjective utility</td>
</tr>
<tr>
<td>Subjective interpretation</td>
<td>Subjective interpretation</td>
<td>Subjective interpretation</td>
</tr>
<tr>
<td>Determinate</td>
<td>Determine</td>
<td>Indeterminate</td>
</tr>
<tr>
<td>No urgency: very long-run</td>
<td>Moderate urgency implied</td>
<td>Urgency</td>
</tr>
<tr>
<td>Substantive rationality</td>
<td>Procedural rationality</td>
<td>Non-justificationist rationality</td>
</tr>
<tr>
<td>Inductive learning method</td>
<td>Inductive learning method (Simon’s approach)</td>
<td>Non-inductive learning method</td>
</tr>
<tr>
<td>Perfectly reliable learning method (supposedly)</td>
<td>Learning method fallible</td>
<td>All learning methods fallible</td>
</tr>
<tr>
<td>Learning process exogenously given (Robbins, Walras, Arrow–Debreu)</td>
<td>Learning process exogenously given (Simon)</td>
<td>Learning process becomes endogenous (Shackle, Schumpeter, Penrose)</td>
</tr>
<tr>
<td>Neoclassical research programme</td>
<td>Behavioural research programme</td>
<td>Austrian research programme. Growth-of-knowledge (GK) programme</td>
</tr>
</tbody>
</table>
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3.1.1 Neoclassical economising

Within the hard core of the neoclassical (or more precisely, neo-Walrasian) research programme is the assumption that economic agents possess true and perfect knowledge of the relevant features of their problem situations – that is, they do not encounter structural uncertainty (Latsis 1972, 1976a, 1976c; Weintraub 1979). This hard core assumption means that the problem situation is automatically known by or given to the agent, so that the problem does not even need to be discovered, structured or defined by the agent. The ends between which the agent can select and the criteria of selection are given, and the means to achieve each end are also known. ‘Choice in such a theory is empty’ (Shackle 1969:273). Economic agents are limited to economising in the allocation of given means to achieve a set of given ends.

Furthermore, in keeping with the positive heuristic (the normative part of the hard core) of the neoclassical research programme, the problem situations that neoclassical maximisers face are set up by the economic theorist as ‘single-exit’ situations: problem situations where the optimal solution is determined uniquely by objective situational characteristics (costs, prices, consumer preferences, technology) (Kirzner 1973:35–38, 46); Latsis 1972:211; 1976c: 16–17). The solution is implicit in the definition of the problem. ‘Any other decision would have been unthinkable’ (Kirzner 1982c: 143).

In such cases, genuine problem-solving is not involved – only highly constrained and passive reactions. ‘Problem-solving’ within neoclassical economic theory is thus a strict determinate process.

Neoclassical maximisers do not face genuine problems, because the situations that they encounter exclude all elements of surprise and novelty. Even in game theory, a decision is specified for every imaginable situation: genuine surprises in the course of the game are excluded (Littlechild 1979a; Rapoport 1968; Shackle 1972). Economic actors in neoclassical theory do not face problems in deciding what to do (i.e. the choice of ends) and how to do it (i.e. the choice of means) (Knight 1964:267). They are able to react to their situations instantaneously, and their responses are in general immune from the hazards of error:

If a stimulus situation arises, to which the organism reacts without hesitation, because it is fully prepared, there is no problem.

(Guilford 1967:435; emphasis added)
The rationality postulate (in the narrow sense of consistency of the agent’s behaviour with the relevant given ranking of ends) is sufficient to explain pure economising activity (Kirzner 1982c: 143). Neither entrepreneurial alertness nor imagination is required.

Modern neoclassical models typically treat (parametric) uncertainty by introducing known probability distributions of possible future events. Such distributions merely substitute the traditional assumption of perfect knowledge with a more sophisticated version of the same assumption (Baird 1987:191). Rational expectations models, in particular, generally assume that economic agents predict future economic outcomes using a model of the economy which is known a priori to be true (Boland and Newman 1979:76).

Even though modern versions of neoclassical economics (such as rational expectations models) do not assume perfect knowledge, there is still the presumption that every economic agent is guided by a perfect method of learning, albeit a slow method (Boland 1986b: 120–121). The neoclassical tradition presumes that inductive learning by economic actors is the one and only method of learning, and that it is perfectly reliable. ‘[I]nductive learning is considered to be an objectively “rational process” that is so reliable that any rational individuals who collect the same information will reach the same conclusion. Learning in the usual neoclassical analysis is a universal process that is exogenously given and thus unexplained’ (Boland 1986b: 157).

Thus, the assumption of inductive learning in the context of limited or imperfect information still gives rise to the kind of situational determinism described above: ‘By viewing all individuals as inductive learners, theorists have been able to rely on observations of the individual’s objective situation to ensure unique and consistent choices’ (Boland 1986b: 89).

3.1.2 Satisficing

The next category of human action is satisficing, which involves the agent being presented with well-structured problems that can be solved routinely with the help of algorithms or heuristic procedures. (Algorithms are methods guaranteed to provide a solution to a problem, whereas heuristics are ‘rules of thumb’ that tend to lead to, but do not guarantee, a successful solution.) Subjectivity is limited to the agent’s perceptions of the problem presented. Satisficing implies ‘procedural’ rationality rather than the ‘substantive’ rationality of
neoclassical economics (Simon 1976). The agent is armed with a battery of decision rules, information-gathering rules and learning procedures. The set of tentative solutions is given and objective; they can be learnt, determined and discovered by heuristic strategies which take into account the bounded rationality of the agent. Problem-solving thus becomes a somewhat mechanical operation taking place in a closed system which excludes real time. Solutions are ultimately determined by situational variables, because the environment determines which alternatives are taken into consideration and which of the heuristic strategies stored in the agent’s memory will be activated (March and Simon 1958:139; Newell et al. 1958:163).

3.1.3 Entrepreneurial problem-solving

Further to the right of the continuum (but stopping just short of the right-hand pole) is the highest form of human activity and rationality in the economic sphere: entrepreneurial problem-solving. Entrepreneurial decision-making involves the discovery of a new market problem (and a potential profit opportunity), the generation of possible solutions (e.g. new product ideas), the selection of one or more preferred solutions, the trial implementation of chosen solutions, and the critical evaluation of these attempts at solving the problem. Entrepreneurial decision-making thus entails the germination of novelty in the pursuit of economic gain. The details of the problem, the elements of the choice set, and the criteria for selection are formulated by the entrepreneur:

Economic choice does not consist in comparing the items in a list, known to be complete, of given fully specified rival and certainly attainable results. It consists in first creating, by conjecture and reasoned imagination on the basis of mere suggestions offered by visible or recorded circumstance, the things on which hope can be fixed.

(Shackle 1972:96; emphasis added)

The problem situation is not closed, fixed or given to the entrepreneur. A problem must first be identified, structured and defined by the entrepreneur (in this sense it is created or constructed by the entrepreneur), and the entrepreneur can change the problem situation that he or she faces at any time.

According to the growth-of-knowledge (GK) theory of
entrepreneurship, entrepreneurs encounter ‘multiple-exit’ situations: that is, their choices of a course of action are not tightly delimited by objective situational conditions (Latsis 1976c: 16). Accordingly, entrepreneurial decisions are neither reflexes nor snap-decisions: rather they are reached by a process of deliberation involving trial and error (cf. Popper 1972:228, 233–234). Consequently, a deterministic theory of entrepreneurial action is ruled out. However, the products of entrepreneurial imagination are partly evoked (though by no means are they strictly determined) by situational variables, especially objective problem situations and entrepreneurs’ previous experiences. In addition, entrepreneurs’ solutions to problems are plastically controlled by their aims and methodologies (i.e. their systems of evaluation) (cf. Popper 1972: ch. 6).

Furthermore, there are always external conditions – physical, social, cultural, economic and so on – which impose limits on what individual entrepreneurs can achieve (though they are free to try their best at surpassing such limitations).

Thus, the domain of entrepreneurial action falls within the two polar extremes of perfect determinism and total disorder (or pure randomness), combining as it does both the elements of creative freedom and selective control with feedback. This accords with Poppers characterisation of rational decision-making: ‘what we need for understanding rational human behaviour . . . is something intermediate in character between perfect chance and perfect determinism’ (1972:228; original emphasis). With reference to Table 3.1, therefore, it should be noted that entrepreneurial choice is located just to the west of the right pole of the continuum. This is because entrepreneurial imagination must operate within bounds. Entrepreneurial decision-making would be powerless in an extreme environment characterised by unbounded structural uncertainty, total ignorance, complete randomness and unpredictability, and an absolute maximum degree of novelty. In reality, of course, entrepreneurs are not entirely without knowledge; their decisions are not made in the face of complete ignorance. And they do have some degree of control in shaping market events.

The most important dimensions of the entrepreneur’s problem situation are structural uncertainty and real time (see sections 3.2.1 and 3.2.2). The implications of this characterisation are that the entrepreneur’s knowledge is always fragile and that it is often false. Because entrepreneurs may base their actions on false knowledge, they are liable to make mistakes, both singly and collectively.
Furthermore, entrepreneurs can never know that they have found the truth (even if they have found the truth or even if they are making profits). There is no method of verification by which entrepreneurs can attain justified, proven true knowledge of their problem situations. All the methods by which entrepreneurs can make decisions and acquire knowledge are themselves fallible.

In comparison with other categories of human action, entrepreneurial choice implies the highest degree of proactiveness in problem-solving on the part of the decision-maker. Neither calculative reason nor alertness is by itself (or in conjunction with the other) sufficient to account for entrepreneurial activity. Entrepreneurial critical imagination is also required: the entrepreneur must employ active, spontaneous, intuitive and prelogical cognitive processes in the discovery and formulation of new problems (i.e. new ends–means frameworks) and in the generation of solution concepts (i.e. conjectures); and the entrepreneur must then apply a second-order critical method (or learning methodology) to these first-order conjectures in order to carry out ongoing tests of their adequacy and to choose between them. The resultant replacement of old hypotheses by new and better ones is what constitutes entrepreneurial learning. Through its dependence on a particular critical method, the entrepreneur’s process of acquiring knowledge thus becomes endogenous, and the conception of the entrepreneur’s knowledge also becomes dynamic (cf. Boland 1978:250; 1982:185).

The GK approach treats the entrepreneur’s learning methodology as a choice variable, rather than as a natural or psychological datum. Moreover, there is no reason to suppose a priori that all entrepreneurs will employ the same methodology. Unlike neoclassical economics, the GK theory therefore does away with any presumption that all economic actors possessing the same knowledge will make the same decision. The interpretation of experience is acknowledged to be a very individualistic exercise. As a consequence, two entrepreneurs who differ only with respect to their learning methodologies may well respond in diverse ways to the simultaneous discovery of market intelligence that contradicts their shared assumptions (cf. Boland 1978:255;1982:183–185).

It should be noted that different types of entrepreneurial activity also extend over a continuum, ranging from the less creative, such as arbitrage, to the more imaginative, such as innovation (with speculative activity emerging somewhere in between). Arbitrage involves the discovery and exploitation of interlocal price
differences in a pre-existent market for a single good within a single period. It is a relatively non-complex problem-solving activity which entails limited forms of reallocation. Pure arbitrage excludes real time and structural uncertainty. It is limited to situations of pure exchange in which the exploitation of present profit opportunities is instantaneous and does not require time-consuming investment in capital and productive processes. In contrast, innovation is an economic process taking place in real time. Indeed, the time-span can be significant, typically requiring the investment of capital for at least a few years. Innovative entrepreneurs seek to make profits from intertemporal revenue–cost differences which are to be brought about by their own actions. However, the innovative entrepreneur recognises that perceived opportunities are at best only possible profit opportunities. In a world of structural uncertainty and real time, there is no assurance that an opportunity does exist or that it will last long enough for the entrepreneur to be able to secure its successful exploitation.

This discussion of various types of entrepreneurial activity suggests that different theories of entrepreneurship can also be classified along a continuum according to their treatment of the dimensions of the entrepreneur’s problem situation (see Table 3.2). Kirzner’s theory of entrepreneurship is essentially an arbitrage theory (indeed, Kirzner rarely, if ever, distinguishes between arbitrage and entrepreneurship): the entrepreneur is an arbitrageur who discovers imperfect coordination between transactions in different parts of the market. Thus, at least in its original formulation, Kirzner’s approach spatialises the function of entrepreneurship and squeezes out real time and uncertainty. Casson’s analysis of the entrepreneur as one who specialises in taking judgmental decisions about the allocation of scarce resources is largely neoclassical: he integrates an Austrian view of entrepreneurship into what is fundamentally neoclassical microeconomic theory (Vaughn 1983:991).

Both Casson’s and Kirzner’s theories are concerned with adaptive responses to exogenous changes in the data. In contrast, Shackle’s radical subjectivist approach depicts entrepreneurship as injecting essential novelty into the sequence of market events. Entrepreneurial decisions are creative acts of origination which are totally unpredictable (see Littlechild 1979a). For Shackle, the future is truly indeterminate: decisions are ‘inspired from without the bounds of pre-existing thoughts and experiences’ (1958:104).
Table 3.2 The characterisation of the entrepreneur’s problem situation in alternative theories of entrepreneurship

<table>
<thead>
<tr>
<th>Dimensions of the entrepreneur's problem situation</th>
<th>Alternative theories of entrepreneurship</th>
<th>Growth-of-knowledge (GK) theory</th>
<th>Shackles's theory</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Kirzner's and Casson's theories</td>
<td>Structural uncertainty.</td>
<td>Structural uncertainty.</td>
</tr>
<tr>
<td>Time</td>
<td>Real time excluded (but Kirzner 1982c introduces time). Instantaneous exploitation of perceived profit opportunities.</td>
<td>Real time.</td>
<td>Subjectivist conception of time.</td>
</tr>
<tr>
<td>Conception of entrepreneurial knowledge</td>
<td>Subjective ‘hunches’ and ‘syntheses’, private, inexpressible, non-deployable, spontaneously discovered, non-conjectural. Static; exogenous acquisition process.</td>
<td>Potentially objective ‘conjectures’, can be exposed to interpersonal criticism, both spontaneously and deliberately acquired, theoretical.</td>
<td>Purely subjective ‘thoughts’ and ‘figments’, private, inexpressible.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th><strong>Entrepreneurial fallibility (possibility of errors)</strong></th>
<th>Entrepreneurs tend to be successful (by definition).</th>
<th>Entrepreneurs make mistakes and their conjectures are often false.</th>
<th>Recognition of errors is very problematic (1958: 18–19).</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Entrepreneurial problems and opportunities</strong></td>
<td>Objective existence, often unnoticed. Produced by exogenous changes in the data (tastes, resources, technology).</td>
<td>Objective existence. Produced both endogenously by the (often unintended) results of human action and by exogenous changes.</td>
<td>Purely subjective status. Produced endogenously by the active exercise of entrepreneurial imagination. Their origination is not preordained in any way.</td>
</tr>
<tr>
<td></td>
<td>Inevitably destined to be perceived and exploited.</td>
<td>May never be discovered, exploited or solved.</td>
<td></td>
</tr>
<tr>
<td><strong>Determinism</strong></td>
<td>Relaxed form of determinism.</td>
<td>Plastic control: intermediate between determinism and pure chance.</td>
<td>Indeterminism: choice is essentially uncaused and wholly undetermined by external market conditions.</td>
</tr>
<tr>
<td><strong>Entrepreneurial qualities emphasised</strong></td>
<td>Alertness, judgment, timing.</td>
<td>Imagination, a consciously critical attitude towards his/her own ideas, experience of target market.</td>
<td>Imagination, originality.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The GK theory has several points of contact with Shackle’s approach (see Table 3.2). Like Shackle, the GK theory portrays entrepreneurial decision as a choice between alternative mental constructs or conjectures, that is, entrepreneurial imagination is required to assemble the elements between which choice is to be made. Thus, in both theories, the objects of choice are individualistic images or hypotheses about the future. Furthermore, both approaches emphasise the structural uncertainty which characterises the entrepreneurs decision-making environment, and both are extremely sceptical about the strictly equilibrating effects which Kirzner and Casson attribute to entrepreneurial activity.

However, there is an important respect in which the GK theory diverges from Shackle’s approach and aligns itself more closely with Kirzner’s and Casson’s theories: namely, it rejects the radical subjectivist notion that the only existence that market problems, opportunities and constraints can have is simply what people think of them. Like the theories of Kirzner and Casson, the GK theory argues that new market problems and opportunities have an objective existence independent of their discoverer: they exist in the world outside the mind and are not just the figment of the entrepreneur’s imagination. (Though only in the case of the GK theory is it expressly admitted that the entrepreneur’s assumptions may not necessarily correspond with the facts of market reality.) Although these three approaches argue that entrepreneurial activity is related to external market conditions (i.e. objective reality), in no sense do they imply that entrepreneurs respond deterministically or frictionlessly to given market circumstances. The GK theory, however, does not share Casson’s and Kirzner’s optimism that opportunities will be discovered and exploited sooner or later; it predicts that some market problems may never be discovered or solved.

If the theories of Schultz and Knight had been presented in Table 3.2, they would be to the left of Kirzner’s and Casson’s theories, nearer the neoclassical end of the spectrum of human action. Schumpeter’s theory, with its emphasis on the role of the entrepreneur as a source of creative change, would be somewhere to the right, in the vicinity of the GK and Shacklean approaches.

Thus, the continuum is useful for describing the range of human decision-making, for defining entrepreneurship, for specifying the minimum requirements of a theory of the entrepreneur (in terms of how the entrepreneur’s decision environment must be characterised), and for categorising and comparing rival economic theories of
entrepreneurship. The GK treatment of the entrepreneur’s problem situation will now be developed further.

3.2 THE MAJOR DIMENSIONS OF THE ENTREPRENEUR’S PROBLEM SITUATION

In this section, the major dimensions of the entrepreneur’s problem situation – structural uncertainty and real time – are examined in some detail. It should be recognised that the dimensions for characterising the entrepreneur’s problem situation are interconnected. Real time, structural uncertainty and novelty are correlative concepts, since each of these phenomena simultaneously implies the emergence of the others (cf. Blaseio 1986:137, 183; Shackle 1958:93). They are complementary ways of conceptualising crucial aspects of the entrepreneur’s decision environment. It should also be noted that complexity is not discussed separately in this section because extensive treatments of it already exist in the economics literature (see, for example, Hayek 1967:22–42; 1978:23–34; and Simon 1957b, 1962a, 1969, 1972, 1982). In any case, the implications of complexity are similar to those of structural uncertainty when the complexity of the problem situation exceeds the cognitive boundaries of the decision-maker.

3.2.1 Uncertainty

The entrepreneur as used by catallactic theory means: acting man exclusively seen from the aspect of uncertainty inherent in every action. In using this term one must never forget that every action is embedded in the flux of time and therefore involves a speculation. . . . There’s many a slip ‘twixt cup and lip.

(Mises 1949:254)

Uncertainty is germane to the entrepreneurial function. Mises, for instance, as the above quote suggests, even defines the entrepreneur in terms of uncertainty. The following discussion of uncertainty adopts Langlois’s (1984a: 27–30) useful distinction between parametric and structural uncertainty. Structural uncertainty is the most important dimension for characterising the entrepreneur’s problem situation. However, a better appreciation of structural uncertainty is derived by first distinguishing it from the very restricted and narrowly construed concept of parametric uncertainty.
**Parametric uncertainty**

In a world of parametric uncertainty, decision-makers do not know the outcome of every available action. But they do have a full listing of all possible courses of action, together with an exhaustive listing of the set of all possible outcomes. They also know the chance of each outcome occurring. More formally, in conditions of parametric uncertainty, economic agents look upon the future as being in one or another of a range of states of the world. Each decision-maker possesses a complete listing of the set of all possible states of the world relevant to each choice and a probability distribution which is fully defined over these states. The decision-maker is unsure about which of the given states of the world will arise in the future, but not about which future states of the world are possible.

Parametric uncertainty is the conception of uncertainty which is depicted as facing economic agents in neoclassical economic theory. The decision-maker is able to use the probability distribution of outcomes to calculate the expected value (i.e. the probability weighted-average) of each choice and, in combination with his or her known objective function (utility), the decision-maker is able to optimise as if in a world of perfect certainty (i.e. the decision-maker is able to maximise the expected utility of his or her actions) (Langlois 1984a: 28; 1984b: 3; Loasby 1976:7).

It can be seen that the major characteristic of parametric uncertainty is that the structure of the future is known to the decision-maker in advance:

‘Tomorrow’ can be characterised as a vector of random variables, where the range the variables can take is known today and, more important, so is the set of variables itself. . . . [The agent] is unsure what the price of honey will be tomorrow, but he knows that honey will be traded. Conversely, he never finds honey in shops if he had not previously expected it to be there. (Littlechild 1986:28)

In such an environment, decision-makers have certain knowledge of the structure of the problem that they are facing. They have perfect structural knowledge – perfect knowledge of the adequacy of means to ends. Such knowledge is regarded as justified or proven true. As a consequence, economic agents are able to exactly and exhaustively describe their environment in probabilistic terms. Each agent perceives
the world as generating ‘all the necessary (and quite unambiguous) frequency distributions from a stable population of events’ (Loasby 1976:8; emphasis added). Thus, the paradox is that parametric uncertainty implies certain or epistemic structural knowledge more than it does conjectural knowledge or genuine uncertainty:

A cosmos in which outcomes have calculable probabilities which men seek to discover and upon which they act is a cosmos where in effect certainty and not uncertainty prevails; where the outcomes of any available act can be listed and where the list can be known to be complete; and where therefore there is no room for decision which is both non-arbitrary and non-predictable.

(Shackle 1969:10; emphasis added)

However, this assertion must be qualified by noting that the agent may have only imperfect knowledge of the specific parameters of the problem, that is, imperfect parametric knowledge (Langlois 1984a: 29). The upshot is that learning in a parametrically uncertain world is restricted to updating beliefs about the values of coefficients in a correctly specified model – that is, improving parameter estimates. The agent never acquires new structural knowledge. Littlechild has captured the situation vividly:

The agents are equipped with forecasting functions and decision functions to enable them to cope with uncertainty. Indeed, the agents are these functions. But though their specific forecasts and decisions may change over time in response to changes in economic conditions, the functions themselves remain the same. Nothing will ever occur for which they are not prepared, nor can they ever initiate anything which is not preordained. They are clockwork Bayesians, wound up with prior distributions and sent on their way, to attain eventually, if circumstances permit, that everlasting peace in which they never need to move their posteriors.

(Littlechild 1977:7–8)

Structural uncertainty

For at that point of time when the decision is taken to commit some resources to a particular line of production, it is the nature
of things impossible for anyone to know precisely and for
certain what will be the market exchange value of the end-
product at that future date when it will be ready. This situation
is part of the essence of things. . . . In all production, because it
takes time, there is ineradicable uncertainty.

(Shackle 1955:81)

Parametric uncertainty is clearly untenable as a description of the
open-ended environment in which entrepreneurs operate. In an
environment characterised by parametric uncertainty, there is no
scope for entrepreneurship: people are not able to discover new
market problems or to generate novel approaches for dealing with
familiar problems. Nor is it possible for economic actors to shape
the structure of the future, since the future is precast. In reality, of
course, entrepreneurs very definitely do not possess perfect structural
knowledge, and ends–means frameworks are not given to them ready-
made. Consequently, the GK theory portrays the entrepreneur’s
problem situation as exhibiting structural uncertainty. The two main
features of structural uncertainty are: imperfect knowledge as to the
structure of future events; and the endogeneity of uncertainty. Each
of these distinctive elements is discussed in more detail below.

The first feature of structural uncertainty is that, as the term
implies, the structure that the future can take is not known before-
hand. In other words, it is impossible for the entrepreneur to derive
a complete list of all possible courses of action and of all possible
sequels resulting from a given action. The problem situation facing
the entrepreneur is thus not well-specified. The entrepreneur not only
does not know the probabilities of various outcomes; the entrepreneur
does not know the outcomes and actions that are possible (Loasby
1976:9). There is no upper limit to the number of alternative possible
actions that can conceivably be imagined by the entrepreneur. Each
alternative possible action in turn has an endless range of rival possible
outcomes. In Shackle’s (1979b: 24) terms, the possibilities envisaged
by the entrepreneur must be treated as ‘incomplete and uncompleteable’. Entrepreneurial actions involve outcomes which
entail uniqueness, novelty and surprise. The imagined outcomes of
any entrepreneurial action cannot therefore be exhaustively
categorised into a finite set of pre-established classes, as is needed
for the derivation of a probability distribution. Thus, in making
choices, the entrepreneur is not able even in principle to calculate
probabilities or to average outcomes according to some probability
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distribution. ‘The data for such exercises are not available’ (Loasby 1984a: 80).

The implication of this feature of structural uncertainty is that the entrepreneur’s environment exhibits qualitative and categorical uncertainty as well as quantitative uncertainty (Langlois 1984a: 29–33; Littlechild 1986:29). With respect to economic contracting, structural uncertainty implies that it is impossible for individual entrepreneurs to know in detail the structure of transactions that will be available to them in future periods, let alone the terms that will be achievable for any conceivable transaction. The entrepreneur cannot foresee all the relevant contingencies and is therefore unable to specify explicitly all possible contingencies in a long-term market contract. Hence, contracts must often be short-term, implicit, loosely specified and incomplete. Contractual gaps will be large, and sequential adaptations will be necessary at some future date. The entrepreneur is likely to expect future conflicts at the time of contract renewal, especially if resources are irreversibly committed by one or both parties to a contract. If some economic agents are opportunistic and cannot be easily distinguished from non-opportunistic types, and if transaction-specific investments are involved, the entrepreneur may regard market contracts to be infeasible, in terms of prohibitively high transaction costs. Entrepreneurs concerned with the possibilities of effective sequential adaptation may therefore choose to organise recurrent transactions of this type within a firm, rather than to conduct these activities by decentralised market contracting. Thus, ‘the leading efficiency explanation for internal organisation – the danger of opportunism in contracting situations – can be reduced to and understood in terms of imperfection in structural knowledge’ (Langlois 1984a: 31; emphasis added).

The second important feature of structural uncertainty is that it is endogenously created: ‘[u]ncertainty comes full circle and engenders its own source’ (Shackle 1972:165). This uncertainty is dependent on real time and is generated within the processes of operation of the economic system (i.e. it is caused by the actions of the agents themselves). Consequently, beyond a certain level, structural uncertainty is ineradicable, in the sense that entrepreneurs cannot eliminate it by acquiring further knowledge (cf. Dahrendorf 1968:238; Frydman 1982). Indeed, because entrepreneurs always act in real time, the very actions which they may undertake in an attempt to overcome uncertainty (i.e. knowledge-acquiring activity) may merely transform rather than eliminate that uncertainty.
(O’Driscoll and Rizzo 1985:66–67, 74). For example, the entrepreneur cannot undertake extensive market research to find out consumers’ opinions about an existing product without changing those opinions (though the effect may sometimes be negligible). Because of competitive interaction within and between markets, however, such activity may trigger other changes in the system if rivals monitor the entrepreneur’s ongoing programme of market research and launch their own counterstrategies to distort the results (for example, by a policy of misinformation or by persuasive comparative advertising designed to confound consumers of competing brands).

An important factor which accounts in part for the endogeneity of uncertainty is the fact that in their decision-making, entrepreneurs must often make predictions of other individuals’ predictions rather than just simply predictions of future changes in consumer preferences, of future natural events or of future technology (O’Driscoll and Rizzo 1985:74).10 Many entrepreneurial actions are based on expectations of expectations – this applies especially to speculators in stock markets and entrepreneurs in oligopolistic industries.11 The reason is that entrepreneurs interact with each other through markets; they are not isolated individuals making decisions in perfectly decomposable systems. The argument will be stated briefly.

The outcomes of entrepreneurs’ actions will depend upon the particular nature of the environment in which their actions are attempted. This environment consists partly of the simultaneous decisions being taken by other entrepreneurs. These decisions are indeterminate, and their character and effects cannot in principle be known by entrepreneurs at the moment when they are planning their own actions: ‘any imagined sequel of present choice will include choices to be made in time-to-come by others, unforeknowable as to their occurrence or their own sequels’ (Shackle 1979b: 24). Hence, entrepreneurs cannot know for certain what will be the consequences of their own choices of action because they cannot be certain of what other entrepreneurs will do. There is thus no escaping the uncertainty of decision, even in the unlikely hypothetical case when entrepreneurs do not make strategic plans in relation to each other.12 Entrepreneurs must base their plans for the future on their own guesses about the concurrent and future actions of other entrepreneurs.

However, this is not the whole story. For in trying to predict the actions of other entrepreneurs, each entrepreneur must also make
his or her own best guess about the predictions upon which rival entrepreneurs will base their individual plans of action. For example, ‘[i]f an oligopolist . . . decides to change his price, this decision will in part depend on his expectation of the prices to be charged by competitive firms. But the prices that they will charge depend on their expectations of the price he will charge’ (O’Driscoll and Rizzo 1985:61). The entrepreneur must therefore determine their expectations about his expectations of their expectations, and so on. On an a priori basis, there is no need to assume that economic decision-makers must share the same expectations about the future.

Indeed, in disequilibrium, different entrepreneurs will necessarily hold different theories and will therefore make different forecasts of future market events (including different forecasts of economic variables relevant to their decisions). At the level of the market, the pattern of these forecasts will influence the future itself (i.e. actual market outcomes). If the future is indeterminate, individual entrepreneurs cannot know ex ante the distribution of forecasts (or even summary measures of that distribution, such as the ‘average opinion’). In effect then, these forecasts must themselves become an object of conjecture: in order to decide on their own production and investment plans, individual entrepreneurs will have to form expectations about the expectations of other entrepreneurs.

O’Driscoll (1979:162) points out that an implication of agents’ forming expectations about others’ expectations is the logical possibility of self-fulfilling expectations which are perhaps unrelated to the underlying objective data. To this can be added the possibility of self-denying forecasts:

A prediction is a social happening which may interact with other social happenings, and among them with the one which it predicts. . . . It may, in an extreme case, even cause the happening it predicts: the happening might not have occurred at all if it had not been predicted. At the other extreme the prediction of an impending event may lead to its prevention.

(Popper 1960:15)

These considerations highlight the lack of realism of rational expectations models, such as Lucas (1975), in which agents’ forecasts are pooled and the average is made common knowledge. (Furthermore, even if an institution external to the market were to disseminate to individual agents survey data on business expectations...
and investment plans, the existence of that institutional device would not necessarily reduce structural uncertainty but would merely shift it to a higher level, so that agents would still not be able to forecast optimally (Frydman 1982:661–664; O’Driscol and Rizzo 1985:73–74).) The existence of structural uncertainty and its endogeneity also bring into question the validity of many attempts by outside observers (i.e. economic analysts) at modelling individual agents’ learning to form rational expectations. In particular, it casts doubt on that part of the literature concerned with ‘rational learning’ in which agents’ are assumed to learn using correctly specified models (i.e. perfect knowledge of the structure of their problems). Models in this class include Townsend (1983) and Bray and Kreps (1987).

As an aside, it should be noted that the endogeneity of structural uncertainty asserts itself even if it is assumed that every entrepreneur has perfect knowledge of the existence of a particular profit opportunity and perfect knowledge of the plans of other entrepreneurs (i.e. perfect foresight). Morgenstern and others have shown that the assumption of perfect foresight may result in a failure to attain an overall stable pattern of coordinated plans and that it may therefore yield an endless process of conjectural responses. In such cases, perfect foresight does not resolve uncertainty but transforms it to ever higher levels of conjecture and of counterguessing. ‘Perfect knowledge of what [others] intend to do . . . paralyzes the ability of each to make any decisions at all’ (O’Driscoll and Rizzo 1985:91).

On a methodological note, it should be recognised that the endogeneity of uncertainty (including the existence of the ‘Oedipus effect’) is not limited to economic or social systems. It cannot serve to demarcate practical rationality from scientific rationality. For even in the natural sciences (e.g. biology), expectations can play a role in precipitating the events that are expected (Popper 1976c: 121–122). The ineradicable nature of the structural uncertainty facing entrepreneurs also finds its analogy in physics: namely, as Heisenberg’s principle of indeterminacy in quantum mechanics.

Expressed simplistically, the Heisenberg principle states that it is impossible to find both the position and the momentum of a single subatomic particle with complete accuracy (see Popper 1950, 1982). The implication is that the ‘state’ of the particle (as defined by classical mechanics) can never be completely determined. The principle can be illustrated by means of the following thought experiment which involves trying to measure the position of an electron by shining light on it. Every observation in the physical world requires an
exchange of energy between the observer and the observed object. For the scientist to be able to ‘see’ where the electron is will require radiation of very high frequency and, hence, of very high momentum. As soon as a photon of this momentum strikes the electron, it will produce a non-negligible disturbance in the electron which will make it impossible to determine its momentum directly after it has been illuminated. Indeed, if it were possible to eliminate the indeterminacy in position completely, then it follows from the Heisenberg principle that the indeterminacy in momentum would become infinite, and vice versa (Lindsay 1968:100–102).

For my purposes, the Heisenberg principle can now be generalised as showing that, where knowledge (including predictions and expectations) is a parameter of a dynamic system, any attempt to acquire knowledge about the system will cause a disturbance which changes the system: ‘Any attempt to improve the measurement of a parameter which characterizes a system will have the inevitable result of disturbing the value of another parameter of the system’ (Suppe 1977b: 182). The generalised Heisenberg principle specifies an absolute and irreducible barrier to discovering more about the dynamics of a system, whether it be physical, biological or social. In the context of economic processes, the entrepreneur’s situation is not unlike that of the professional economist, which has been aptly described by Boulding (1966a: 9) in these terms: ‘we are not simply acquiring knowledge about a static system which stays put, but acquiring knowledge about a whole dynamic process in which the acquisition of the knowledge itself is a part of the process’.

**Bounded uncertainty**

The above characterisation of the uncertainty inherent in the entrepreneur’s problem situation is still not quite complete, however. It should be noted that the uncertainty which the entrepreneur faces must be bounded: if it were not, and market events were purely random, all entrepreneurial choice would be purposeless and ineffectual. Entrepreneurs would be unable to alter the randomness in economic processes and would thus be incapable of influencing and bringing about future market events. **Bounded** uncertainty is thus a logical prerequisite to purposeful entrepreneurial action. Only under conditions of bounded uncertainty is the entrepreneur able to act creatively and able to make meaningful choices. Bounded uncertainty is enclosed between the extremes of pure arbitrariness and deterministic order (see Table 3.1):
In a predestinate world, decision would be illusory; in a world of perfect foreknowledge, empty; in a world without natural order, powerless. Our intuitive attitude to life implies non-illusory, non-empty, non-powerless decision. . . . Since decision in this sense excludes both perfect foresight and anarchy in nature, it must be defined as choice *in face of bounded uncertainty*.

(Shackle 1969:43; emphasis added)

To be genuine, choice must be neither random nor predetermined. There must be some grounds for choosing, but they must be inadequate; there must be some possibility of predicting the consequences of choice, but none of perfect prediction.

(Loasby 1976:5)

Uncertainty is bounded, if only because the entrepreneur expects constraints upon the range and variety of events that can take place. More specifically, the entrepreneur considers that particular conceivable events are *impossible* as sequels to some action which he or she is contemplating. (In Shacklean terms, such outcomes have an absolute maximum degree of potential surprise.) ‘It is natural . . . for the decision-maker (and ourselves, as outside, detached observer) to look upon possible and impossible as the two fundamental categories, in relation to some given present action, into which statements about future history should be distributed’ (Shackle 1966:86; original emphasis). (Indeed, in section 6.3.1, I show that an entrepreneurial conjecture, if it is to be testable and falsifiable, must partition the universal set of possible market events into two mutually exclusive subsets: those events with which the theory is compatible and those events which are inconsistent with the theory and ruled out by it.)

These bounds on what can happen are not objective, given facts but a matter of individual judgement. These judgements will depend upon entrepreneurs’ metaphysical assumptions about the category of causality and about the existence of regularities in the world, and more specifically, they will depend upon their metaphysical speculations about the order and consistency of sequences of market situations. Different entrepreneurs will hold different ideas about the constraints that limit the ways in which market events can follow each other. Furthermore, individual entrepreneurs may revise or replace their original ideas, thereby loosening or tightening the bounds of uncertainty that they conceive to be inherent in their environment.
A variety of institutional factors sets bounds to the degree of uncertainty that entrepreneurs face (Hayek 1973; Loasby 1976, 1989; Marshall 1961; Richardson 1960, 1972). First, every society possesses some sort of order which gives rise to uniformities and regularities in social phenomena. Informal custom and social norms (especially moral commitments, business practices, rules, social values and norms of reciprocity) impose restrictions on individual actions and hence on the kinds of behaviour the entrepreneur can expect from others. Second, the institutional framework, the system of property rights (including patents), contracts, money and other institutions of the market (such as networks of relationships, conventions of collaboration, goodwill and reputation) have also evolved spontaneously to mitigate the arbitrariness of future outcomes in a structurally uncertain environment.

Furthermore, a range of governance structures can be devised by the entrepreneur for organising novel transactions exposed to high uncertainty. Internal hierarchies reduce structural uncertainty by eliminating ownership boundaries and by creating a common organisational language and channels of communication which promote the transfer of knowledge regarding the decisions being taken by others (Teece 1982a: 6–22). Within the firm, managerial fiat, organisational routines and a sense of group mission may also facilitate the development of an entrepreneurial venture by promoting the coordination of plans with respect to quality assurance, the scheduling of complementary investments, and even with respect to the identification of customer requirements.

3.2.2 Real time

Time is a real world device which prevents everything from happening at once.

(Davidson 1980b: 158)

The individual is an arrow pointed through time in one way.

(Wiener 1948:46–47)

Newtonian time

With the exception of instantaneous arbitrage, attempts by entrepreneurs to solve market problems take place in real time. Consequently, the economic analysis of entrepreneurship, including
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the characterisation of the entrepreneur’s problem situation, must acknowledge the fact that real time matters. Real time must be distinguished from the Newtonian conception of time described by Wiener (1948:40–56) and O’Driscoll and Rizzo (1985:53–59). The Newtonian treatment of time in neoclassical economics is inadequate for the specific problems addressed by this book, namely, providing a dynamic theory of entrepreneurial learning and explaining processes of economic change (see section 1.1.1).

Repeated games (including supergames) in neoclassical theories of oligopolistic behaviour provide a good opportunity for illustrating the essential nature of Newtonian time and its inadequacy for modelling entrepreneurial activity. These games go beyond static, one-shot games by permitting economic agents to make repeated decisions as well as allowing them to react to the corresponding actions of their rivals. However, a fundamental limitation of repeated games is that they only pertain to stationary environments: they are merely identical repetitions of static games, so that the set of feasible actions and the payoffs per period remain exactly the same (Shapiro 1989:356–357). In this stationary world, one moment or interval of time is just like another. Nothing new ever happens. A repeated game describes a market subsystem which is analogous to a stationary physical system, such as the solar system. Both systems are repetitive: they do not evolve or grow; nor do they exhibit any structural changes. This failure to take time seriously means that the agent is never confronted with genuine novelty or unpredictable change. There is no scope for tactical surprise, for ‘the outflanking of imagination by superior imagination’ (Shackle 1972:422).

Second, and very much related to the first point, players do not increase their knowledge of opportunities over time. Truly novel discoveries cannot be made by economic agents. They can neither bring new structural knowledge into the game nor can they change the economic problem that they face. The nature of strategic choices in repeated games thus remains inherently static.

Third, there is no direct linkage between intervals of time, so that (action in) one period does not have any influence upon (events in) any other. Thus, players cannot make lasting commitments or accumulate resources from one period to the next in order to make possible later market events. Repeated games are thus limited because ‘history has no tangible effect on prospective competition’ (Shapiro 1989:381). Furthermore, there is no malinvestment or clustering of entrepreneurial error. The equilibrium of a stationary,
Newtonian-time game is thus an unsatisfactory theoretical apparatus for analysing entrepreneur-driven market processes which take place in real time.

Exclusive reliance on equilibrium outcomes in neoclassical economics has the effect of reducing time to a space, which is an extended, homogeneous continuum:

The Newtonian conception of time is spatialized; that is, its passage is represented or symbolized by ‘movements’ along a line. Different dates are then portrayed as a succession of line segments (discrete time) or points (continuous time). In either case, time is fully analogized to space, and what is true of the latter becomes true of the former.

(O’Driscoll and Rizzo 1985:53)

According to the Newtonian conception of time in neoclassical economics, just as an individual decision-maker is able to allocate portions of space (i.e. land) among particular ends, so too can the individual allocate specific periods of time (e.g. hours in the day) to certain purposes, such as leisure and production (O’Driscoll and Rizzo 1985:3). The Newtonian conception of time emphasises the scarcity of time and the need for decision-makers to economise time as they do other scarce factors. Examples of models which treat time as an exogenously scarce resource that can be optimally allocated are Becker’s (1971) theory of time allocation and Böhm-Bawerk’s (1959) ‘period of production’ in his theory of capital. In these approaches, the stock of time available to a decision-maker is viewed as a static given. There are no features of time which differentiate it from space.

The asymmetry and irreversibility of real time

In a Newtonian system, time and processes are eminently reversible. If we were to take a movie-picture of any process describable by means of the laws of that system, and if we were then to run the film backward, it would still depict a possible process adhering to these laws (Wiener 1948:42–43). Thus, the analogy which reduces time to a spatial dimension appears to break down:

The subject’s position in space can be elected, but his position in time cannot be elected. This should warn us that, in human experience and perception as distinct from human intellectual
construction, time is of a different nature from a space whether we mean by that word the space of the senses or the mathematician’s purest abstraction.

(Shackle 1969:42)

More specifically, the spatial representation of time excludes an essential aspect of real time: its irreversibility. It is part of the structure of economic reality that time is asymmetric and that it is unidirectional (cf. Popper 1974:1141). Economic processes, such as developing innovations and learning about the market, are all processes where time has an arrow. These processes always run asymmetrically because they entail novelty. The irreversible nature of innovation and economic development was emphasised by Schumpeter (1947:150): ‘[c]reative response changes social and economic situations for good, or, to put it differently, it creates situations from which there is no bridge to those situations that might have emerged in its absence. This is why creative response is an essential element in the historical process’.

The asymmetry of real time is not without connection to other aspects of the structure of reality. In particular, it is related to the asymmetry of causation:

If we want to justify an asymmetry between past and future, it helps if we can base it on something we believe independently to be asymmetrical in this respect. Why not use the fact (if it is one) that causality is asymmetric? What we do now can only affect later events, not earlier ones. In general, an event cannot affect an event outside its forward light cone.

(Simons 1983:23–24)

The cause–effect relation entails a succession of events in time and thereby involves a definite temporal order. The category of causality thus implies the category of real time: ‘the categories of cause and effect . . . imply the notions before and after. At this point, time has already entered the picture’ (Rizzo 1979a: 1). In the absence of backwards causation – according to which the entrepreneur could perform an action in the present so as to bring about an earlier market event – the irreversibility of real time implies that it is impossible for entrepreneurs (or any other economic agents for that matter) to change the past. It constitutes a metaphysical limitation on the scope of entrepreneurial action because after market events have occurred,
the entrepreneur can do nothing to prevent them or modify them (cf. Simons 1983:8). Events that have already occurred are no longer open to action. In their theories, therefore, entrepreneurs take it for granted that the past is immutable. This assumption is so fundamental that it is rarely, if ever, made explicit. It is accepted implicitly as a deep-lying cosmological fact. Consequently, human action is always forward-looking: only within the context of an indeterminate future can entrepreneurial activity influence market events.25 ‘In short, we are directed in time, and our relation to the future is different from our relation to the past’ (Wiener 1948:44).

Several prominent philosophers, among them Reichenbach (1956) and Grünbaum (1962a, 1962b, 1963), argue that there is also a connection between the asymmetry of time and the statistical concept of entropy, a measure of the degree of disorder in a system. Indeed, they seek the basis for the idea of the direction of time in the entropy concept. The second law of thermodynamics, the entropy principle, states that in any closed system there is a constant tendency for entropy to increase with time, so that ordered arrangements tend to degenerate into disordered ones.

To highlight its relevance to economic problems, such as entrepreneurship, the entropy law can be generalised into Boulding’s law of diminishing potential (or negative entropy).26 This states that ‘if anything happens, it is because there was a potential for it to happen, and that after it has happened, that potential has been used up’ (Boulding 1978:34–35).27 Any entropic process is irreversible and so would appear to provide an objective asymmetry giving directionality to time.28 Indeed, entropy is ‘one of time’s arrows’ (Boulding 1978:35).

In Kirzner’s single-period model of alertness, for example, if an entrepreneur exploits an arbitrage profit opportunity, there must be an economic potential for it happening in the form of existing interlocal price differences for the same good. The price discrepancy arises from incomplete mutual adjustment between transactions in different parts of the market, which in turn arises from market ignorance. Once the arbitrage opportunity has been exploited, that part of the potential has been used up. The act of capturing a profit opportunity reduces these price differences: it gradually communicates increasingly accurate information to more and more market participants (Kirzner 1973:228–229). Assuming no further exogenous changes, as the entrepreneurial process proceeded and market ignorance were constantly corrected, the potential for a
market process would be gradually eroded until the market economy would eventually reach an equilibrium state and stay there. ‘The full realization of potential is equilibrium’ (Boulding 1978:35). (Of course, this does not exclude the possibility in Kirzner’s theory that new potential for entrepreneurship may be recreated by continual exogenous changes in preferences, resources and technologies.)

Entrepreneurs cannot predict their own future knowledge

In a general equilibrium world, the future is logically predictable, at least in an actuarial sense. All future contingencies are specified in advance (Davidson 1980b; Hahn 1980:130; Koopmans 1957:161–162). In Arrow’s model of general competitive equilibrium, the contingencies encompass future discoveries of the characteristics of nature as well as all future natural events, and in Debreu’s version, future changes in consumer tastes are included too. The result of assuming that all Arrow–Debreu markets exist is to collapse the future into the present: all economic exchange is reduced to a ‘single gigantic once-for-all forward “higgle-haggle” in which all contingent goods and services . . . are bought and sold once and for all now for money payments made now’ (Meade 1971:166).

In contrast, the asymmetry and unique directionality of real time imply that the future cannot be logically derived from the present. Consequently, the fact that entrepreneurs act in a world of real time means that it is logically impossible for entrepreneurs to predict the knowledge that they will acquire in the future: ‘if there is such a thing as growing human knowledge, then we cannot anticipate today what we shall know tomorrow’ (Popper 1963: vi).28 The growth of their knowledge, if it is genuine growth, must be unpredictable in principle:

The hypothetico-deductive interpretation of science . . . teaches us that science cannot predict the content of future scientific discoveries. . . . [A] path-breaking hypothesis could never be derived from existing observation-statements. Nor could a path-breaking hypothesis . . . be derived from existing lower-order hypotheses . . . since it says more than they do and will usually show them to be false unless they are saved by special assumptions. . . . There is thus no possibility of deducing, and so no possibility of rationally predicting, new scientific hypotheses from existing information. And if, without a rational
procedure but with luck and genius, you hit upon a new hypothesis you will be too late to predict its discovery.

(Watkins 1955:75)

[T]o claim that the world is predictable seems to be to deny that life consists of a sequence of experiences temporally separable. Complete prediction would require the predictor to know in complete detail at the moment of making his prediction, first, all ‘future’ advances of knowledge and inventions, and secondly, all ‘future’ decisions. To know in advance what an invention will consist of is evidently to make that invention in advance. But this is of course to destroy the possibility of the invention being made at its ‘own’ date, unless the predictor keeps secret his prior knowledge of what someone else is going to invent. . . . To suppose that invention and scientific discovery can be predicted is to suppose that all experience throughout all time can be compressed into a single moment.

(Shackle 1958:103–104)

As in science, the emergence of new ideas in business – new products, new technologies, new methods of organisation and of marketing, and new ventures – can never be anticipated precisely in advance. Indeed, Popper (1972:298) regards ‘unpredictability in principle’ to be the salient element accounting for the emergent character of new ideas. Similarly, Schumpeter considered the unpredictability of innovative ideas to be an essential characteristic of entrepreneurship: creative response in business ‘can practically never be understood ex ante; that is to say, it cannot be predicted by applying the ordinary rules of inference from the pre-existing facts’ (Schumpeter 1947:150). If entrepreneurs could predict their future discoveries, they would become present discoveries, and the growth of their knowledge would thus come to an end.

The unpredictability of future knowledge in turn implies that there are features of economic decisions, actions and patterns of behaviour, both individual and social, which are also fundamentally beyond the reach of complete prediction. For if entrepreneurs base their actions on their stocks of knowledge, and if they cannot predict their own future knowledge, it follows that they cannot predict their own future behaviour either (O’Driscoll and Rizzo 1985:25). At time $t_1$, entrepreneurs cannot know their state of knowledge at $t_1 + n$ until $t_1 + n$, and they cannot know exactly what contingent choice sets will
appear at $t_{1+n}$ until $t_{1+n}$, nor what particular course of action they themselves will choose at that future date. For similar reasons, it is impossible for entrepreneurs to foretell in any detail the future actions of other agents since these too will be based on conjectures as yet unthought of. As O’Driscoll and Rizzo (1985:83) have emphasised, this implies that economic agents can never make plans which are perfectly dovetailed (in respect to their unique features) with the plans of other agents.

The impossibility of complete prediction is not just a symptom of the immense complexity of the economic process, of deficiencies in the entrepreneur’s knowledge of present circumstances or of some computational incompetence on the part of the entrepreneur. The argument applies even if predictors have access to all relevant theories together with complete information about their initial states and even if they experience no cognitive limits in processing that information (Ackermann 1976:135). It also applies to complex teams of interacting entrepreneurs who are engaged in prediction (cf. Popper 1960: vii).

It has been argued that since economic change is a function of the growth of knowledge, and that the growth of knowledge is unpredictable by rational means, it follows that the process of economic change is itself also unpredictable (Lachmann 1959:71; Popper 1959:279). However, this argument does not refute the possibility of all types of prediction on the part of entrepreneurs. It is completely consistent with testing entrepreneurial theories by way of predicting that particular market developments will occur under particular circumstances (Popper 1960: vi). Furthermore, it does not preclude the possibility that entrepreneurs may be able to generate what Hayek (1967: ch. 2; 1978) has called pattern predictions: ‘predictions of some of the general attributes of the structures that will form themselves’ (1978:27). Entrepreneurs may have the capacity to speculate usefully about the types of things that can happen, but not the precise thing that will happen (cf. Shackle 1966:74). Their predictive ability is necessarily limited to the common characteristics (or typical features) of market events but does not extend to predicting the unique details of specific events. They may sometimes be able to forecast possible kinds of discoveries but not their precise content.

**Time is not a flow of events**

A further issue remains to be discussed briefly. This point challenges a subjectivist conception of time as a flow of events. According to
that conception, passage is the essence of time. This confused idea of time results implicitly from conceiving time as if it were in some ways a dimension of space, even though it is often advanced in the same breath as an alternative to the spatialised concept of time.

According to O’Driscoll and Rizzo (1985:3, 59–62), time is subjectively perceived by each individual to be a flow of events. The ‘dynamic conception of time’ or ‘real time’, they tell us, consists of ‘a dynamically continuous flow of novel experiences. This flow is not in time . . . ; rather, it is or constitutes time. We cannot experience the passage of time except as a flow’ (O’Driscoll and Rizzo 1985:60; original emphasis). They make it clear that their treatment of time is deeply influenced by the writings of the French philosopher of evolution, Henri Bergson. Bergson (1910) distinguished between the mathematical conception of time, which neither ‘flows’ nor ‘acts’, and the time that we directly experience, which is said to be a flowing, indivisible succession of conscious states. Bergson referred to the latter concept as ‘pure time’ or ‘real duration’ (la durée réelle).

It is ironic that although O’Driscoll and Rizzo, following Bergson, argue strongly against spatialised time, their description of ‘real time’ relies crucially upon spatial images. They do not acknowledge that the ideas of a flow of events and of the passage or elapse of time are as much spatial metaphors as is representing time by movements along a line or calendar-axis. The problem involves more than just an inappropriate and misleading metaphor, however. Their notion of ‘real time’ is riddled with an underlying malaise which Williams (1951) dubs pejoratively ‘the myth of passage’. This illusion of time flow has been aptly described by Simons (1983) and Smart (1949, 1955, 1967):

Time is the very last thing that could flow, since something flows when it moves in more or less even fashion past a given point. But movement presupposes time, so time cannot flow, unless we suppose a hypertime in which it flows, an assumption we can well do without . . . Nor, it should be added, do events flow or pass. Only something that is all or partly in one place and then later all or partly in another can flow or pass, and events are not like that, since an event which is not instantaneous is not all in one place and then all in another: rather some of its earlier parts are in one place and some of its later parts in another . . . [W]hat is sometimes called a change
in an event consists in later parts of the event having different properties from earlier parts. . . .

(Simons 1983:11–12; emphasis added)

The idea of time as passing is connected with the idea of events changing from future to past. We think of events as approaching us from the future, whereupon they are momentarily caught in the spotlight of the present and then recede into the past. Yet in normal contexts it does not make sense to talk of events changing or staying the same. Roughly speaking, events are happenings to continuants – that is, to things that change or stay the same.

(Smart 1967:126)

A major source of the myth of passage is the idea that our private stock of memories is constantly increasing. O’Driscoll and Rizzo (1985:3, 61, 64) presume that as time goes by, the individual’s memory is ‘continuously enriched’, so that each individual’s perspective for viewing the future is also supposed to change constantly. That is, they take it for granted that the passage of time (‘the past flow of events’) adds to the stock of an individual’s experiences and that it thereby improves his or her state of knowledge. Here they are echoing a Shacklean idea that ‘[t]ime is what brings new knowledge’ (Shackle 1972:151; emphasis added).

The time-flow conception has unfortunate implications for the nature of learning. It suggests that the acquisition of knowledge is a passive, cumulative process of osmosis or absorption. It fails to recognise that individuals must actively decide to reject their existing ideas in favour of new ideas. Identifying the source of a refutation is not an instantaneous process but always takes time (see section 8.2). Furthermore, this way of thinking does not take account of the fact that individuals can also forget things as well as acquire new memories. In some circumstances, their net stock of memories might even be diminishing, though they still will not experience time as returning in the opposite direction (Smart 1967:127).

The illusion of time flow can also lead to the confounding of time with the experience of time. Like Bergson’s notion of duration, O’Driscoll and Rizzo’s concept of ‘real time’ implies that the present is connected to other periods via the experiences and perceptions of the individual. In particular, the individual’s memory is the structural
component of ‘real time’ which links the past to the present (Capek 1971:127; O’Driscoll and Rizzo 1985:60–61). Bergson even went so far as to contend that ‘pure’ memory retains our past in the present. This approach fails to distinguish the recollection of the past event from the past event itself or the thought from the object of thought (Russell 1961:763–764). ‘[C]onsciousness of time is not the same as time’ (Simons 1983:13). In spite of his radical subjectivism, Shackle (1958:16, 18–19) avoids these difficulties by recognising that the present moment (the ‘moment-in-being’) always remains solitary and self-contained:

Expectation and memory do not provide a means of comparing the actuality of the moment-in-being at one of its stations with that at another, they do not enable two moments, distinct in location on the calendar-axis, to be in being together, for the nature of ‘the present’, the essence of the moment-in-being, is an impregnable self-contained isolation.

(Shackle 1958:16; emphasis added)

Falsificationist entrepreneurs – who are described in detail in later chapters – do not deny the reality of the arrow of time. They admit the objectivity of time, that is, its independence of what they and others think about time (cf. Popper 1974:1141). They recognise the distinction between their own subjective experience of time (and the concepts they apply to it) and time itself.

Closely connected to the idea of time as a flow of events is the notion that time is ‘causally potent and creative’ (O’Driscoll and Rizzo 1985:62). It is argued that the passing of time itself can produce or cause change and that it is a source of novelty and true surprise (see too Shackle 1972:25–26, 279; 1973:126). Expressed in its most extreme form, the argument goes that the mere elapse of time necessarily and continuously changes the expectations, and hence the tentative plans and actions, of economic actors. O’Driscoll and Rizzo refer to this feature of ‘real time’ as causal efficacy.

If one disposes of the myth of passage, one can simultaneously do away with the idea that time itself is a causative agent that has effects. Simons rejects the view that time is causally efficacious, ‘since time is neither an event, which could cause another, nor a continuant, which could possess the power to change something else’ (1983:17). It is a mistake to hypostatise time by describing it as if it were a material object or a process which could exert an influence in its
own right on the physical and social world. It is what entrepreneurs and other economic actors learn and do in time, not time itself, that affects economic transactions. Only people themselves, not time, can change their expectations, plans and actions. And the change of their expectations is a result of their own interpretations and decisions. Because time is causally inert, it is not appropriate to treat it as an independent mathematical variable in functional relationships as is customarily done, say, with the price of a commodity in a demand function (Baird 1987:191, 197). ‘Time is neither a continuant, nor a state, nor an event or process. Its importance lies in its being the medium of all actions, changes, events, processes’ (Simons 1983:30; original emphasis). Time is simply the non-spatial order in which things change, events happen, actions are carried out, contracts are entered into and in which knowledge is acquired.

NOTES

1 However, Schumpeter’s (1947:150) discussion of creative and adaptive responses to economic change does give the impression of a sharper dichotomy. Adaptive response arises whenever the economy, an industry or particular firms in an industry, adapt to a change in their data by doing something within the range of existing practice (such as increasing the supply of some input which does not require a change in production methods). On the other hand, creative response occurs whenever the reaction to change involves something outside the scope of existing practice.

2 The perfect competition model does not need to assume complete and perfect knowledge of every conceivable datum, but complete knowledge in the sense that market participants know all that is relevant for their decisions (Casson 1982:367; Hayek 1937:45, 49, 53; White 1976:13–14). It should be noted that Latsis (1972:208–219) maintains that the theory of imperfect competition (monopoly, monopolistic competition and oligopoly) is also a variant of the same neoclassical research programme as perfect competition, because it has the same hard core.

3 A more complex version takes account of the fact that the form of the probability function may not be perfectly known. Economic agents are portrayed as having a priori probability distributions of the probability distributions themselves. But this approach gives rise to an infinite regress, because the agent could hold beliefs of the probability distribution of the probability distribution of the probability distribution, and so on.

4 Popper has this to say about the idea of a plastic control in the context of the growth of knowledge:

For the control of ourselves and of our actions by our theories and purposes is a plastic control. We are not forced to submit ourselves to the control of our theories, for we can discuss them critically, and
we can reject them freely if we think that they fall short of our regulative standards. So the control is far from one-sided. Not only do our theories control us, but we can control our theories (and even our standards): there is a kind of feed-back here. And if we submit to our theories, then we do so freely, after deliberation; that is, after the critical discussion of alternatives, and after freely choosing between the competing theories, in the light of that critical discussion.

(Popper 1972:240–241; original emphasis)

5 Kirzner (1985:11) too claims that entrepreneurship can be incorporated into economic analysis ‘without surrendering the heart of [received] microeconomic theory’ and argues further that such integration is indeed necessary to rescue neoclassical theory.

6 Parametric uncertainty is prefigured in the economics literature by Knightian statistical or measurable uncertainty, which Knight (1964) defined as risk, and Misesian class probability (Mises 1949:107–110).

7 Structural uncertainty is of course akin to previous definitions of uncertainty in the economics literature: Knightian (1964) true or unmeasurable uncertainty; Misesian (1949) case probability; Shacklean (1972) radical uncertainty; Loasby’s (1976) partial ignorance; and O’Driscoll and Rizzo’s (1985) genuine uncertainty. Structural uncertainty also appears in post-Keynesian economics in the form of ‘non-ergodic’ uncertainty. This concept implies that individuals recognise that they are facing a not statistically predictable future (i.e. the future is not predictable in any probabilistic sense) and that they are ignorant of the outcomes of their current actions (Davidson 1991; Davidson and Davidson 1984:52, 59). In the context of mainstream economics, Cohen and Axelrod’s (1984) treatment of agents’ misspecification of their problems corresponds to structural uncertainty.

8 Much of this section owes an obvious intellectual debt to O’Driscoll and Rizzo (1985: ch. 5).

9 In contrast to this characterisation of uncertainty, the neoclassical literature on the economics of information and Casson’s (1982:119) theory of the entrepreneur both implicitly assume that (parametric) uncertainty can at least in principle be reduced and eradicated by the search for information.

10 The endogeneity of uncertainty discussed in this section bears obvious similarity to the secondary uncertainty described by Koopmans (1957). Secondary uncertainty arises from a lack of communication between decision-makers, that is, ‘from one decision maker having no way of finding out the concurrent decisions and plans made by others’ (1957:163). Koopmans regards this secondary uncertainty as ‘quantitatively at least as important as the primary uncertainty arising from random acts of nature and unpredictable changes in consumers’ preferences’ (1957:163). For a critique of Koopmans’s view of uncertainty, see Williamson (1984a: 204).

11 This notion is encapsulated in the first proposition of Boland’s theory of social institutions which asserts that ‘[a]ll sociological acts are based on expectations of expectations. Specifically, all interactive decision making
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involves the actor’s knowledge of the other individuals’ knowledge’ (Boland 1979b: 964). For a criticism of the view that agents in typical market settings make predictions of predictions, see Baird (1987:199–200).

12 Opportunism compounds the endogeneity of ex ante uncertainty and vastly complicates the entrepreneur’s problem situation. Opportunistic non-disclosure and distortion of information gives rise to a strategic kind of uncertainty, which Williamson (1984a) refers to as ‘behavioural uncertainty’.

13 Note that past forecasts will influence but not determine the future: ‘[t]he future course of events is in general certainly not constrained by past forecasts; nor, unfortunately, are forecasts constrained by the actual future events these forecasts seek to foretell’ (Kirzner 1982c: 148).

14 Structural uncertainty also implies that individual entrepreneurs’ forecasts of the forecasts of others cannot be known by other people. Furthermore, this deficit of knowledge applies at any higher level of guessing and counterguessing.

15 Popper (1960) referred to this impact of a prediction upon the event predicted as the ‘Oedipus effect’ (not complex!) because the oracle in the legend of Oedipus Rex in Sophocles’s play contributed crucially to the chain of events which resulted in the future realisation of the oracle’s own prophecy. (The legendary King Oedipus unknowingly killed his father whom he had never seen before. This event was the direct result of the oracle’s prophecy which had led to Oedipus being abandoned in the first place.) On the Oedipus effect, see: Ackermann (1976:138); Popper (1960:13–16; 1976c: 122); Shackle (1958:104–105); and Watkins (1955:76).

16 The sociologist, Robert Merton (1948), also focused on the manner and the conditions in which emergent social phenomena are shaped by prior expectations. He concentrated, in particular, on the extent to which forecasts could be self-denying or self-fulfilling.

17 In fact, Heisenberg’s disturbance theory of measurement (the account sketched above) is only one of several treatments of the Heisenberg indeterminacy principle. Other interpretations and derivations make no reference to the indeterminacy resulting from the disturbing effect of measurement.

18 Other treatments of bounded uncertainty, which represent varying degrees of subjectivism, include: Hayek (1967: ch. 2; 1978: ch. 2); Kirzner (1982c: 148–149); Knight (1964:199); Loasby (1976:4–5); Mises (1949:22); O’Driscoll and Rizzo (1985:76–79); Shackle (1966:74, 86, 133, 301; 1969:3–7, 43, 271; 1979a: 20); and Simon (1965:97–98). Shackle represents the most radical subjectivist position with respect to
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decision-making under bounded uncertainty. Kirzner’s (1982c: 148–150) stance is distinctive in that entrepreneurial alertness is argued to be the only force responsible for some degree of correspondence between the future as it is envisaged and the realised future.

19 Some philosophers, following Hume and Schlick, reject the idea of a middle ground between perfect determinism and pure chance (Popper 1972:227–228, 248). Their ontological thesis is that the only alternative to determinism is perfect chance. Consequently, they would deny the existence of bounded uncertainty or of any similar concept, such as Popper’s idea of a plastic control which was mentioned in section 3.1.3.

20 References to real time in this book should not be confused with the same term used by O’Driscoll and Rizzo (1985: ch. 4). They present an extremely subjectivist view of time, based on Bergson’s idea of the subjective experience of the passage of time. To avoid confusion, references to their temporal concept will be distinguished by quotation marks (i.e. as ‘real time’).

21 It should be noted that to some extent I am hereby setting up an imaginary construct as an object of criticism. The main features of Newtonian time (as described here) are not necessarily part of a modern scientific concept of time (see Simons 1983:16–17).

22 For a recent review of the ways in which several eminent economists have taken time into account and of the problems inherent in incorporating time into economic analysis, see Currie and Steedman (1996). In particular, Shackle’s and Lachmann’s subjectivist views of time are examined extensively in this work. Other useful discussions of the role of time in economic theory are: Bausor (1982:163–167); Boland (1978); Georgescu-Roegen (1971:130, 198–210); Hicks (1976); Lachmann (1959, 1986); Mises (1949:99–104); O’Driscoll and Rizzo (1985:52–70); Rizzo (1979a, 1979b); Robinson (1980); Rosenstein-Rodan (1934); Shackle (1958; 1972:155, 231, 263–332); and Simons (1983).

23 Most modern Austrian economists, following Mises, would also agree with the neoclassicists that people allocate time in this manner (Baird 1987:192; Simons 1983:29). However, Mises (1949:101) notes that ‘[t]he economization of time has a peculiar character because of the uniqueness and irreversibility of the temporal order. . . . The economization of time is independent of the economization of economic goods and services’.

24 A further breakdown of the analogy is that, in a decentralised market system, entrepreneurs can buy and sell space. They can transfer and exchange the rights to control, to benefit from, and to dispose of, space. However, there are no property rights over time, neither private nor communal. The entrepreneur cannot possess time or buy and sell it. Nor can the entrepreneur claim the right to use a period of time in production or marketing to the exclusion of other entrepreneurs (cf. Simons 1983:29–30).

25 The future-directedness of action is emphasised by subjectivists in the Austrian and LSE traditions, particularly Mises (1949: esp. 100–101), Buchanan and Thirlby (1973) and Shackleton (1972). Mises regarded the irreversibility of the temporal order as an essential concept in the theory.
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of action: ‘That which can no longer be done or consumed because the opportunity for it has passed away, contrasts the past with the present. That which cannot yet be done or consumed, because the conditions for undertaking it or the time for its ripening have not yet come, contrasts the future with the past’ (Mises 1949:101). However, Simons (1983:15) criticises Mises’s proposition that ‘action can influence only the future, never the present’ (1949:100) by commenting that an action may influence the present pertaining to another action and that it may even affect its own present.

26 Georgescu-Roegen (1971, 1987) is the most energetic champion of the entropy concept in its application to economics. See too Boulding (1978:34–35; 1981:10, 147–151, 154–155) and Rifkin (1980). In his thorough investigation of the conceptual links between economics and physics, Mirowski (1989) contends that neoclassical economics has failed to incorporate the implications of the second law of thermodynamics (especially with respect to irreversibility and path dependency in modelling).

27 More precisely, Boulding’s generalisation relates only to the classical-thermodynamic definition of entropy (i.e. a measure of the unavailability of a system’s energy for doing mechanical work) rather than to the statistical-mechanical definition of entropy (i.e. a measure of a system’s disorder). Indeed, the former definition can be interpreted as a special case of the latter.

28 For a criticism of attempts to base temporal directionality on entropy, see Popper (1974:1140–1144) and the references therein.


30 In economics, the idea of the flow or passage of time is not unique to O’Driscoll and Rizzo. It is also shared by: Georgescu-Roegen (1971:130–137); Hicks (1976:135); Lachmann (1959:73; 1977:36; 1986:74–75, 95); Mises (1949:99–101), who also draws on Bergson; and Shackle (1958:15; 1979a: 46–47). According to Baird (1987:197), Hayek’s view of time and his equilibrium notion of plan coordination are also based on treating time as a subjectively experienced flow of events.

31 Bergson’s account of time is of central importance in his philosophy. He regarded it as the key to solving major philosophical problems, such as those related to human freedom of action and determinism. See Capek (1971), Pilkington (1976) and Russell (1961: Book 3, ch. 28; 1977) for interesting, and often highly critical, critiques of Bergson’s philosophy.
Another source of the illusion of time flow is the failure to recognise that tenses and words, such as ‘past’, ‘present’ and ‘future’, are ‘tokenreflexive’ or indexical expressions (i.e. they are utterances which implicitly refer to themselves). See Smart (1967:127) and Reichenbach (1947: sections 50–51).

The confused notion of the flow of time also results in the mistaken idea that the present is real in a sense in which the past and the future are not: the past has ceased to exist, and the future does not yet exist (Smart 1967:126). But it only makes sense to describe continuants (e.g. firms, market institutions) as ceasing to exist or coming into existence, and neither the past nor the future is a continuant. This mistaken idea is espoused to some extent by Baird (1987:191), Shackle (1979a: 47) and White (1976:6).
Rationality is a multidimensional concept. In section 1.5, it was mentioned that the growth-of-knowledge (GK) theory of entrepreneurship is limited to the cognitive-logical dimension of inquiry and that it does not include other important dimensions within its ambit. It aims to explore the hidden structure of rationality which underlies entrepreneurial activity. It must be emphasised that the entire entrepreneurial learning methodology that is developed in the following chapters (i.e. the methodological rules of the falsificationist entrepreneur) constitutes the GK conception of entrepreneurial rationality. This chapter is restricted to only a few general comments on the rationality of the entrepreneur. GK (or non-justificationist) rationality can be succinctly described as consisting in the disposition to learn from mistakes. The GK theory of entrepreneurship assumes that entrepreneurs are rational in this sense: at least some entrepreneurs are presumed to proceed by the critical method of trial and the elimination of error. It is predicted that entrepreneurs who adopt GK rationality are more successful than entrepreneurs who do not (see sections 6.1 and 10.1). But the new theory does not claim that (successful) entrepreneurs always adopt critical and rational policies with respect to their own ideas.

This chapter is organised as follows. Section 4.1 outlines the aim structure of the entrepreneur as assumed by GK rationality. The discussion then digresses to examine the correspondence between the postulated aim structure and the economic and psychological literatures on the entrepreneur (sections 4.1.1 and 4.1.2). Section 4.2 examines the use of deductive logic by economic agents in their reasoning. Finally, section 4.3 investigates the extent to which entrepreneurs are supposed to be conscious of the methodological rules which they apply.
4.1 THE AIM STRUCTURE OF THE ENTREPRENEUR

The GK theory assumes that entrepreneurs behave as incipient scientists in their economic decision-making. Like scientists, entrepreneurs are constantly engaged in solving problems which tend to involve much novelty and which are ill-specified. Problems are not avoided, but actively sought as a challenge.

If characterising economic agents as scientists appears to be a fanciful construction to some neoclassical readers, then consider the attributions made to economic agents by rational expectations theorists, who portray economic decision-makers as economists – or rather as monetarist economists (Gomes 1982). Work on the convergence to rational expectations equilibrium even goes so far as to portray individual decision-makers in the economy as ‘inside econometricians’ who under certain assumptions can learn to form rational expectations (see, for example: Bray and Savin 1986; Marcet and Sargent 1989a, 1989b; and Townsend 1978).

Because entrepreneurship is characterised as a rational, problem-solving activity, and given that a rational activity must have one or more aims, so too must entrepreneurship. It is assumed that, in the face of structural uncertainty, the ultimate aims of entrepreneurs are to predict, to explain and to control aspects of their experience in the pursuit of economic gain. ‘As a scientist, man seeks to predict, and thus to control, the course of events’ (Kelly 1963:12). Entrepreneurs attempt to gain better knowledge about their environment, which in turn presupposes that they have a drive or motive for active exploration, for inquiring into new situations, and for making discoveries about their world.

However, the GK approach does not investigate the entrepreneur’s unconscious motives or innate dispositions. Similarly, it does not explain the entrepreneurs behaviour as the result of many complex motivating factors. Instead, the GK theory simply assumes that entrepreneurs are problem-solvers who pursue particular goals in unique decision situations. These goals or aims need not be psychologically motivated or psychologically given; they are not identified with, or reduced to, the entrepreneur’s psychological states. Different entrepreneurs may choose to have different aims, and entrepreneurs can change their aims, although at any point in time they may decide to treat their aims as given – as the unchangeable result of their own past decisions (cf. Boland 1982:36–37).
This approach is part of the method of situational analysis, and it is consistent with Popper’s version of methodological individualism (termed institutional individualism by Agassi (1975)). Entrepreneurs’ problem situations are defined to include their aim structures and any relevant theories that they hold as well as their learning methodologies. Psychological elements, such as agents’ motives, are replaced with the corresponding objective situational elements, such as the agents’ goals. Entrepreneurs with particular motives are thus transformed into entrepreneurs whose situations may be distinguished by the fact that they seek to attain specific objective aims (Popper 1976a: 102–103; 1983c).

Prediction, explanation and control have been identified as the aims of the entrepreneur. For the time being these aims will be defined somewhat loosely. (More precise and detailed descriptions are given in section 4.2.) Prediction refers to specifying unknown economic and market events beforehand. In making predictions, entrepreneurs try to forecast the future behaviour of the environment: in particular the decisions of competitors, suppliers, resource owners and customers. ‘To use a hypothesis in practical applications is, fundamentally, to use it to predict future events’ (Musgrave 1974b: 584). Entrepreneurs aim to predict not only impending market problem(s) but also the future results of their attempts to solve those problems.

Entrepreneurs are not only interested in generating predictions of unknown events, however. Like scientists, they are also concerned with explaining particular economic and market phenomena which they have observed and which interest them. But what does a causal explanation consist of? ‘In the widest sense of the word, to explain is to answer a Why? question’ (Blaug 1980:6). In the context of entrepreneurship, examples of such ‘Why? questions’ include: why did one of our competitors choose that particular marketing strategy (including pricing policy)? Why has our major rival overinvested in physical capacity? Why have potential customers not bought our new product? Why did venture capitalists reject our latest application for further funding? Why have our own competitive actions had certain unexpected consequences? In seeking to explain, the entrepreneur also aims to answer ‘How? questions’ connected with the market: How did our competitors achieve superior financial performance? How did they overcome the marketing, production and transaction-cost problems that we encountered?

In everyday parlance, to explain something is to make it intelligible.
Explaination is thus a way for entrepreneurs to cope with their environment and to make sense of the world. More precisely, entrepreneurs seek theories (of latent demand, of governance, of production, etc.) that are explanatory and possibly true, even though they can never prove that any particular theory is true. Falsificationist entrepreneurs thus reject instrumentalism because they want their theories to be true as well as predictively adequate. They are realists who prefer causal explanation to (statistical) correlation.

In contrast to the previous two aims, control implies that rather than merely treat the environment detachedly as something to be explained and predicted, entrepreneurs seek to make it controllable. Entrepreneurs are not simply concerned with foreseeing the unravelling of a predetermined pattern of economic events but rather with creating a state of affairs which is geared to their advantage: ‘[F]uture is not there to be discovered, but must be created’ (Shackle 1969:16). More specifically, the inclusion of control in the set of entrepreneurial aims implies that, in the pursuit of profits, entrepreneurs must attempt to shape the kinds of, and terms of, transactions that will be entered into during future market periods.

The entrepreneur’s aims extend deeper into the realm of practical action than do those of the theoretical scientist. From a new scientific theory, a novel prediction is deduced which is typically independent of the actions of the theoretical scientist who proposes that theory. For example, Einstein’s prediction that light could be bent by a strong gravitational field was a prediction, the fate of which did not depend upon any actions that Einstein himself may have taken (although it did indirectly depend upon the practical ingenuity of the experimenter to control and exclude possible interfering factors).

In contrast, entrepreneurs’ predictions of the existence of profit opportunities are deduced directly, among other things, from assumptions about their own actions. Intuitively, one would expect that an important component of entrepreneurs’ conjectures about the potential success or failure of commercial ventures is their personal evaluation of their own ability to influence results, which in turn implies an intention to control market events. Action-oriented entrepreneurs who propose business plans intend to play a major role in bringing about the very phenomena predicted in their own plans. Entrepreneurs choose situations in which they can have a personal impact on problems and outcomes. Prediction and control are thus crucial for the ultimate decision to undertake a particular entrepreneurial venture.
4.1.1 Consistency with the economics literature of entrepreneurship

The economics literature of the entrepreneur is consistent with the aim structure that has been proposed above. Marshall and Knight both emphasised the predictive aims of entrepreneurs. Competing entrepreneurs ‘must have the power of forecasting the broad movements of production and consumption, of seeing where there is an opportunity of supplying a new commodity that will meet a real want or improving the plan of producing an old commodity’ (Marshall 1961:297). Knight maintained that in a world of structural uncertainty, the distinguishing characteristic of entrepreneurship is foresight in anticipating the future constellation of market demand and supply. He argued that individuals differ in the degree of foresight that they possess and that competition exerts a tendency to select individuals with the greatest degree of foresight to specialise in making entrepreneurial decisions.

Although expressed in somewhat different terms, the works of Mises, Kirzner and Casson are also compatible with an emphasis upon prediction and control as essential components of the entrepreneur’s aim structure. Mises argued that successful entrepreneurs are those who are able to ‘anticipate better than other people the future demand of the consumers’ (1949:288). Hence, Mises is identifying successful entrepreneurs ex post on the basis of their superior predictive ability. Similarly, Kirzner’s later work on multiperiod alertness is consistent with the GK approach:

[A]cting man really does try to construct his picture of the future to correspond to the truth as it will be realized. . . . He is thus motivated to bring about correspondence between the envisaged and the realized futures.

(Kirzner 1982c: 149; original emphasis)

In fact, Kirzner actually defines alertness as the motivated propensity of human beings to form an as accurate as possible image of the future – which is tantamount to what I describe in objective terms as the entrepreneur’s aim to predict the future. Furthermore, Kirzner argues that the function of entrepreneurship (at the level of the individual) is to limit the divergence between an entrepreneur’s own anticipated future concerning market transactions and the future as it will actually develop (1982c: 149–153). He refers to alertness as the entrepreneurial element in human action ‘which provides the
only pressure to constrain man’s envisaged future toward some correspondence with the future to be realized’ (1982c: 150). At a later juncture, he adds: ‘the entrepreneur may, by his own creative actions, in fact construct the future as he wishes it to be’ (1982c: 155). Kirzner’s interpretation of the function of entrepreneurship at the level of the individual thus revolves around each entrepreneur’s aiming to predict and to control market events.

Like Kirzner, Casson (1982:124) regards prediction and control as key elements in entrepreneurial success. Indeed, Casson (1982:49) argues that there are two main ways that entrepreneurs can coordinate decisions: either by contract or by conjecture. Coordination by conjecture is of particular interest because it involves one or more entrepreneurs aiming to predict or to control the decisions of other agents without their agreement.

The discussion now shifts away from economic theories of entrepreneurship towards psychological studies of the entrepreneur, in order to see whether there is any tentative correspondence between the aim structure that I have assumed and this literature.

4.1.2 A psychological digression

Unfortunately, many empirical studies into the psychology of the entrepreneur have not been distinguished by conceptual clarity: definitions of the entrepreneur have often been vague and do not correspond directly to the precise notions of entrepreneurship in economic theory (Kets de Vries 1977:38). The entrepreneur is often defined loosely as an individual who sets up a business venture, usually a firm. The distinction between entrepreneur and manager is also often unclear. In spite of these methodological and definitional problems, however, there is some consistency between the GK conception of the entrepreneur’s aim structure and the psychological literature of the entrepreneur, especially that applying Rotter’s (1966) theory of locus of control.3

According to the theory of locus of control, individuals believe that the outcomes of events are either within or beyond their personal control. An individual with a belief in internal control perceives that an event is ‘contingent upon his own behavior or his own relatively permanent characteristics’ (Rotter 1966:1). ‘Internal’ people thus believe that they have some control over events in their life and that they are, therefore, responsible for their own destiny. They expect that the environment can be manipulated by their own actions. In
contrast, an individual with a belief in external control perceives an event ‘as following some action of his own but not . . . entirely contingent upon his action’ (Rotter 1966:1). ‘External’ people interpret events as the result of outside factors which they cannot influence, such as luck, chance and fate, or they see events as under the control of ‘powerful others’ (see Levenson 1974) or as ‘unpredictable because of the great complexity of the forces’ surrounding them (Rotter 1966:1).

The entrepreneur in the GK theory has been characterised as a scientist in the general sense of one who tries to predict, to explain and to control events. The proposition that entrepreneurs can be treated as if they are scientists can now be restated in terms of the theory of locus of control: namely, it is hypothesised that entrepreneurs are internal people.

Indeed, there is some support within the empirical psychological literature for characterising an entrepreneur as an internal person. Shapero (1975) and Brockhaus and Nord (1979) found that entrepreneurs in their samples tended to hold more internal locus of control beliefs than those reported by Rotter (1966) for all groups in the general population except Peace Corps volunteers. In addition, there is some suggestion that the concept of internal locus of control may be a better predictor of entrepreneurial intentions to start a business venture than McClelland’s concept of need for achievement, or \( n\ Ach \) (Borland 1974; Brockhaus 1975, 1982). Hence, internal locus of control may be a useful concept for identifying entrepreneurs. Furthermore, the locus of control concept may also hold some promise for distinguishing between successful and unsuccessful entrepreneurs (Brockhaus 1980).

Psychological studies have suggested that certain characteristics, abilities and behaviour patterns are correlated with internal locus of control. For my purposes, it is quite significant that various studies have discovered that a belief in internal locus of control is associated with a more active role by individuals in shaping events and with striving to control their environment (Brockhaus 1975; McClelland 1961; Shapero 1975). It has also been found that internals are more likely to have a high \( n\ Ach \) than individuals with external locus of control beliefs. Furthermore, internal persons have been found to more actively search for strategic information and knowledge relevant to their situation, to be more likely to attain such knowledge, and to be more efficient at processing information (Seeman and Evans 1962; Wolk and DuCette 1974). Thus, if it is accepted that entrepreneurs
are internal people, then entrepreneurs may also exhibit these other characteristics – characteristics which are not unrelated to the GK conception of entrepreneurship.

Related to the concept of locus of control is attribution theory. Attribution theory is a psychological approach which also bears some similarity to the GK portrayal of the entrepreneur’s aim structure for it too is concerned with how people try to make causal explanations of events and actions (see, for example: Heider 1944; Jones and Davis 1965; Kelley 1967).6

However, the causal explanations of economic actions and events that are acceptable within attribution theory are typically incomplete from the point of view of the GK theory of entrepreneurship. According to attribution theory, people’s causal explanations usually only provide information on the initial conditions (i.e. the conditions pertaining to the individual event or action in question). As I shall explain in the next section, however, these conditions by themselves never suffice as satisfactory explanations for economic agents within the GK theory (cf. Popper 1959:60; 1972:350–352). The initial conditions describe what the attribution theorist would call the ‘cause’ of the event in question. The explanations that people find acceptable according to attribution theory usually do not include universal laws or even loose generalisations, even though from a logical point of view at least one general law is needed for any complete explanation. People in attribution theory by and large omit general laws from their causal explanations supposedly because they regard them as being redundant.

For example, according to attribution theory, an entrepreneur’s success in concluding a profitable transaction may be attributed by a venture capitalist to an internal cause, such as the entrepreneur’s high level of leadership ability (which is a stable personal characteristic). But from the initial condition alone (‘This particular entrepreneur has a high level of leadership ability’), the venture capitalist is not able to validly deduce the state of affairs to be explained (namely, this entrepreneur’s commercial success). Hence, the venture capitalist’s explanation of entrepreneurial success is incomplete. A more complete causal explanation requires that the venture capitalist add a general law regarding the effects of entrepreneurial leadership ability, such as, ‘If any individual entrepreneur has a high level of leadership ability, he or she will successfully conclude a profitable transaction’. Clearly, if the venture capitalist had held the general hypothesis that, Any entrepreneur’s leadership ability is irrelevant to his or her success in
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concluding profitable transactions’, then the original initial condition (‘This particular entrepreneur has a high level of leadership ability’) obviously could not be an acceptable explanation of the entrepreneurs’ success.

Furthermore, in contrast to the GK theory, the explanations made by agents in attribution theory are not necessarily independently testable: it is not required that the premises of their explanations have testable consequences which are quite independent of the state of affairs they are trying to explain. Finally, agents in attribution theory are likely to commit the fallacy of post hoc, ergo propter hoc, that is, of inferring causation from coincidental conjunction. The application of Kelley’s (1967) covariation principle, for example, is likely to lead people to mistakenly assume that if one event is observed on several occasions to happen after another event, then the later event is necessarily caused by the earlier one. So-called ‘valid causal attributions’ are thus prone to being fallacious. Unlike the attributional approach, the GK theory claims that there are no inductive inferences involved in economic agents’ predictions and explanations.

4.2 ECONOMIC AGENTS’ USE OF DEDUCTIVE LOGIC IN THEIR REASONING

As the embodiment of canons of rationality, truths of logic, supplemented with appropriate methodological rules, are constitutive of the critical approach or attitude which Popper takes to be the proper one for the scientist.

(Krige 1978:314)

In line with its hard-core assumptions HC6 and HC7 described in section 1.4.1, the GK approach portrays entrepreneurs and other actors as using deductive logic in their reasoning and decision-making. These hard-core assumptions are not intended to imply that economic agents usually conduct their reasoning in terms of precisely formulated syllogisms. Both in science and in economic life, the mental act of deductive reasoning may in practice be silent or expressed, unconscious or deliberate; some premises may be so obvious or well known that they are applied quite intuitively, rather than stated explicitly (Jarvie 1976:331; cf. Popper 1972:350–354; Stewart 1979:15). The hard core of the GK programme merely claims that, in so far as they embody
rational decision-making, entrepreneurs reason correctly when reaching conclusions by connected thought. For the rules of deductive logic are simply the rules of correct (syllogistic) reasoning. (In the present context, it is not necessary to justify the principles of deductive logic. Their rationality is assumed to be beyond question.) Thus, as part of developing a line of analysis, the GK theory assumes that entrepreneurs do not make gross errors of propositional inference, such as passing truth backwards (reverse modus ponens) and passing falsity forwards (reverse modus tollens). Similarly, I assume that entrepreneurs do not purposefully violate the law of contradiction whenever they adjust their sets of conjectures in the light of results from their market experiments. It must also be noted that nothing here implies that entrepreneurial rationality is unlimited with respect to its powers of prediction, explanation and control.

The GK programme assumes that deduction is central to the pattern of reasoning in all sciences and in practical decision-making (HC6). Consequently, entrepreneurs are assumed to use deductive logic whenever they: (i) attempt to predict the economic future; (ii) provide a causal explanation of an observed market event; or (iii) test their conjectures against market reality. Each of these uses of deductive logic will now be discussed in turn.

From their premises, entrepreneurs are assumed to logically deduce predictions about market events which they have not yet observed. Their premises are of two different kinds. The major premise comprises one or more general hypotheses about the market or economy (e.g. ‘Whenever market events of type X occur, market events of type Y also occur’). The minor premise consists of a set of specific initial conditions that describe the state of the market at particular times and places (e.g. ‘A market event of type X occurred in New York on 29 September 1994’). From the conjunction of these two premises (i.e. the general hypothesis about the market and the relevant initial conditions), each entrepreneur proceeds to deduce a specific prediction about the practical market situation which is of interest. An example of such a specific prediction is the claim: ‘A market event of type Y will also occur in New York on 29 September 1994’.

Similarly, an entrepreneur explains a market phenomenon by a logical deduction, the conclusion of which is a description of the market state to be explained, and the premises of which include one or more general hypotheses about the market and a set of initial conditions.

Prediction and explanation are two different sides of the same
activity, the only difference being that prediction is before the event and explanation is after. The derivation of predictions is simply an inversion of the logical scheme of explanation. Explanation involves accounting for the known by the unknown, whereas prediction entails deducing statements of the unknown from the known. In a causal explanation, the entrepreneur takes the conclusion of the logical deduction as given (i.e. the market event to be explained is assumed to be known from observation) and the entrepreneur searches for suitable premises of the deduction (at least one general hypothesis plus a set of initial conditions). Any premises created by the entrepreneur to form the heart of the explanation are hypothetical or conjectural. The derivation of predictions proceeds in the opposite direction to that of explanations. In making a prediction, the entrepreneur takes the premises as given (i.e. both the general hypotheses about the market and the description of particular market conditions are assumed to be true), and from them the entrepreneur deduces logical conclusions (i.e. predictions) about particular unknown market events (Popper 1972:191–192, 349–353).

Entrepreneurs are also presumed to draw on logic as an instrument for evaluating their own conjectures. ‘Logic is there to help us unpack the consequences of statements [e.g. predictions] we are considering, with a view to discovering inconsistencies between those statements and others, and then transmitting the falsity thus disclosed back through the system’ (Jarvie 1976:331). In order to learn from the testing of plans in the market, economic agents need logical rules for rationally rejecting the particular theories, conjectures or expectations on which their disappointed plans were based. The testing of plans in the market involves comparing the market events they predict with the actual market events they observe. If any one of their predictions about the market does not conform with the observed market situation, then by means of an important part of deductive logic – namely, the principle of modus tollens⁠¹⁰ – entrepreneurs are able to conclude that not all their supposed knowledge (i.e. the basis for their practical actions) can be true. In other words, provided their argument is logically consistent, they will reach the conclusion that there must be a false premise: either their general hypotheses about the behaviour of the market are false and/or the initial conditions are false (i.e. the initial conditions describe a state of market affairs which does not actually correspond with real market conditions). Prior to further testing and investigation, the entrepreneur cannot know what is to blame for the falsity of the market prediction,
for indeed both kinds of premise may be false. This point is elaborated in section 8.4.

A highly simplified neoclassical example can serve to illustrate how learning from the experience of error requires the use of deductive logic. For the sake of convenience, let us start by assuming that all prices observed in the real world are market-clearing prices and that each agent is a price-taker. Suppose that an ‘entrepreneur’ holds speculative stocks of laser video players, which she intends to sell whenever the price rises above the current level quoted in the market. The entrepreneur holds a general theory about the market which asserts that ‘If there is an increase in demand for laser video players, its price will rise’. Suppose too that, having commissioned market research immediately prior to the opening of the next period’s trading, the entrepreneur discovers that the demand for laser video players has in fact risen as a result of a change in consumer tastes in favour of this product. From these two premises (i.e. the general hypothesis about the market and the initial conditions), the entrepreneur validly deduces the prediction that the market-clearing price for laser video players will rise. Thus, the entrepreneur plans to sell her speculative stocks because she expects to be able to sell them at the higher price.

Now suppose that the real world disappoints the entrepreneur by not conforming to expectation. The entrepreneur observes that the price of laser video players does not actually rise. From a logical perspective, the entrepreneur thus discovers an apparent contradiction between her supposed knowledge and the putative empirical evidence generated by market participation (cf. Popper 1976a: 88). Say that the entrepreneur decides to accept the evidence that the price of laser video players has not actually risen and that, therefore, her prediction is false. The entrepreneur now needs deductive logic in order to recognise that at any time any one of her predictions is false at least one of her premises must also be false. By modus tollens she can argue from the falsity of her predictions against the truth of her premises. In terms of the example, she therefore deduces the conclusion that at least one of her two premises is false: either her general theory about the market is false or the demand for laser video players did not actually rise, or both premises are wrong. The entrepreneur cannot at first know which premise caused the false prediction. The entrepreneur may finally decide to reject her general theory about the market and resolve to replace it with a new theory (still fallible) which contains more than one condition in its antecedent clause: ‘If there is an increase in demand for laser video players (and
if the demand curve is downward-sloping and if there are no compensating shifts in the supply schedule and if the supply curve is neither perfectly elastic nor perverse), then the price of laser video players will rise'.

Hayek (1945; 1949:92–106; 1978:179–190), Kirzner (1973, 1979b, 1992) and O’Driscolm and Rizzo (1985:103) do not emphasise that learning from market experiences, and especially the experience of error, involves deductive reasoning. For example, Kirzner writes that ‘if they (decision-makers) find that their plans cannot be carried out, this teaches them that their anticipations concerning the decisions of others were overly optimistic’ (Kirzner 1973:10; emphasis added). But economic agents must deduce this conclusion for themselves from their market experience. In order for ‘newly acquired information of the plans of others’ to generate a ‘revised set of decisions’ for the succeeding time period, decision-makers require deductive logic to recognise the need for a change in their expectations. Adjusting one’s hypotheses and expectations by a logical process of examining their deductive consequences is simply another instance of what in cybernetics is called negative feedback. Furthermore, Kirzner (e.g. 1979b: 6) tends to imply that the inability to execute plans is always caused by false initial conditions (i.e. false market information upon which plans are based), whereas plans can also be frustrated if economic agents’ general hypotheses about the behaviour of the market are false (i.e. even if the initial conditions are true).

4.3 FALSIFICATIONS ENTREPRENEURS’ AWARENESS OF THEIR RATIONALITY

The depiction of entrepreneurs as sophisticated falsificationists could be argued to overstate the degree to which entrepreneurs are conscious of their rationality. But just as real-world entrepreneurs do not have to know that they are using the rules of deductive logic whenever they are responding rationally to the disappointment of their plans (i.e. refuting market evidence), so too entrepreneurs do not always have to be consciously aware that they are applying falsificationist methodological rules in their attempts to learn from their market experiences. They are not expected to be experts in scientific method or to be conversant in philosophical lingo. The GK theory merely says that at least some entrepreneurs will behave within a specific framework (set of rules) which is not particularly complex. Thus, in some situations, falsificationist entrepreneurs may follow Popperian
rules tacitly: it is conceivable that entrepreneurs know how to learn in a Popperian fashion without being aware of it or being able to articulate that knowledge. (In the same way, a thirteen-year-old newspaper-seller on a busy street corner does not need to know that she is a Kirznerian alert entrepreneur in order to exploit perceived opportunities for personal gain.)

These considerations notwithstanding, there is a prominent entrepreneur in the financial markets who consciously thinks of himself as a kind of Popperian – that person is George Soros, a phenomenally successful fund manager. In a recent paper, he explicitly acknowledges that Popperian ideas have assisted him in business:

Karl Popper’s philosophy has had a formative influence on my entire outlook on life. It has affected not only my thinking but also my actions. Strange as it may seem, it has made a tangible contribution to my business success.

(Soros 1992:1; emphasis added)

I have formulated a theory about the way financial markets function, which bears a curious resemblance to Popper’s model of scientific method. It is generally recognized that financial markets try to anticipate the future. The way they do it, I contend, is by adopting a hypothesis which yields a prediction about the future. The actual course of events then serves as a test of the hypothesis. If the test is successful, the hypothesis is reinforced; if it fails, the hypothesis is undermined.

(Soros 1992:4)

The theory to which Soros is referring is developed and applied in his book, *The Alchemy of Finance: Reading the Mind of the Market*. It views financial markets as a laboratory for testing hypotheses. ‘Making an investment decision is like formulating a scientific hypothesis and submitting it to a practical test’ (Soros 1987:14). The more severe the test a hypothesis withstands, the greater the profit afterwards. Similar issues are discussed in Part II of this book.

NOTES

1 Not coincidentally, this assumption is similar to that made in Kelly’s (1955, 1963) theory of personality which argues that it may be useful to treat individuals as if they were scientists. Kelly’s theory applies to all people – not just to a particular class of individuals, and it makes no

2 Similarly, Frank (1932:31) regards science as ‘an instrument’ whose purpose is ‘to predict from immediate or given experiences later experiences, and even as far as possible to control them’. Similarly, Dennis writes of Dewey (1903):

Dewey himself certainly did stress the role of prediction, not only in scientific inquiry, but for the whole sphere of rational human conduct. By choosing from among various possible courses of action the best one, according to what we predict about them, we seek to control or influence the course of events in pursuit of our goals.

(Dennis 1986:634)

3 For extensive surveys of research into the psychology of the entrepreneur, see: Begley and Boyd (1987); Brockhaus (1982); Brockhaus and Horwitz (1986); Gilad (1982, 1984, 1986); Gilad, Kaish and Ronen (1988); and Maital (1988: vol. II, part 9).

4 However, Hull, Bosley and Udells (1980) study of business school alumni did not find a relationship between people’s locus of control beliefs and the decision to set up a business.

5 In addition to these studies, at least two established ‘profiles’ of entrepreneurial characteristics appear to follow locus of control theory in emphasising the entrepreneur’s basic aim to control events:

Entrepreneurs demonstrate to themselves that they are in control. . . They see the future in their life as within their control and they strive to exert their influence over future events to prove to themselves, and others, that they are in control.

(Welsh and White 1981:506)

Entrepreneur’s do not believe that success or failure depends mostly on luck, fate or external factors beyond their control. Rather they believe that personal accomplishments as well as setbacks lie within one’s personal control and influence.

Entrepreneurs . . . believe that events in their lives are mainly self-determined, and that they have a major influence on their personal destinies.

(Timmons, Smollen and Dingee 1977:77ff.)

6 See Harvey and Smith (1977) for a comprehensive introduction to attribution theory and Van Raaij (1985: section II) for a brief summary. Weiner’s (1974) attributional approach to achievement motivation (which includes an analysis of how people attribute causality to other people’s successes and failures) may be especially pertinent to entrepreneurship. Following Weiner, Van Raaij (1985) examines people’s attributions of causality to success and failure in economic tasks.

7 This does not mean that the conclusions that an entrepreneur deduces are materially true (i.e. true of the real world). The correctness of
deductive reasoning does not depend upon the material truth of the
premises from which the conclusion is derived.

8 It is important to note that the initial conditions identified by the
entrepreneur are still hypothetical in character. They are hypothetical in
the sense that the entrepreneur may derive testable consequences from
them (in conjunction with his or her empirical theories and other initial
conditions) such that the falsification of these consequences may entail
the falsification of the initial conditions under test (cf. Popper 1959:75–
76). Initial conditions are thus fallible and theory-laden, and the
entrepreneur cannot prove them to be true.

9 This notion that prediction and explanation are formally equivalent is
often called the symmetry thesis. ‘It constitutes the heart of the
hypothetico-deductive . . . model of scientific explanation’ (Blaug

10 *Modus tollens* is a logically valid mode of inference which passes falsity
backward from the conclusions to one or more of the premises:

\[
\begin{align*}
\text{Premise:} & \quad \text{If } P, \text{ then } Q; \\
\text{Observation:} & \quad \text{not } Q; \\
\text{Conclusion:} & \quad \text{therefore not } P.
\end{align*}
\]

Boland (1979a: esp. 504–505, 512) provides a useful and concise
statement on deductive logic.

11 More technically, the actual truth-value of the singular market-test
statement is decided by the entrepreneur (cf. Lakatos 1970:106–107).

12 As I shall show later in my discussion of immunising stratagems, such a
response by the entrepreneur is not entirely satisfactory since it reduces
the informative content and hence testability of the entrepreneur’s claims
about the market. However, it may constitute progress towards the truth,
in that it involves replacing a stronger falsehood by a weaker truth.

13 Soros accepts most of Popper’s ideas on scientific method, with one
major exception. He rejects Popper’s doctrine of the unity of method
and takes the opposite position – that is, Soros maintains that the methods
that apply to the study of social events differ fundamentally from those
that apply to the study of natural phenomena (Soros 1987:11–14, 34–
40; 1992:4–9). This is because the phenomena the social sciences deal
with have ‘thinking participants’ whereas natural phenomena do not.
He uses this perspective in developing his ‘theory of reflexivity’.
‘Reflexivity’ refers to the two-way connection between market
participants’ perceptions, which are inherently flawed, and the actual
course of events.

I am grateful to an anonymous referee for bringing Soros’s views to my
attention.
The business man who forms an expectation is doing precisely what a scientist does when he formulates a working hypothesis. Both business expectation and scientific hypothesis serve the same purpose; both reflect an attempt at cognition and orientation in an imperfectly known world, both embody imperfect knowledge to be tested and improved by later experience.

(Lachmann 1959:65)

Theories are nets cast to catch what we call ‘the world’: to rationalize, to explain, and to master it. We endeavour to make the mesh ever finer and finer.

(Popper 1959:59)

5.1 WHY DO ENTREPRENEURS NEED THEORIES?

In this chapter, I try to be more explicit about what an entrepreneurial theory is and about the cardinal features that it has. I emphasise the hierarchical structure of the entrepreneur’s theoretical system and discuss both the metaphysical and empirical aspects of the entrepreneur’s stock of knowledge. Throughout this book, the terms ‘theories’, ‘hypotheses’ and ‘conjectures’ are used more or less interchangeably. They do not necessarily indicate conceptual units of different sizes or of different degrees of generality.

The aim structure of the entrepreneur and the rationality assumptions described in the previous chapter imply that the entrepreneur needs to construct theories. Entrepreneurs need to devise theories so as to fulfil their basic aims of explaining, predicting and controlling market events in the pursuit of economic gain. Theoretical systems serve as a basis for interpreting, understanding,
and imposing order upon, aspects of their experience. They provide entrepreneurs with a framework for action and control. The formation of theories and abstract concepts is an essential means by which entrepreneurs adapt to, and cope with, the structural uncertainty and complexity inherent in their environment:

Abstractness will here be regarded, therefore, not only as a property possessed to a greater or lesser degree by all (conscious or unconscious) mental processes, but as the basis of man’s capacity to move successfully in a world very imperfectly known to him – an adaptation to his ignorance of most of the particular facts of his surroundings.

(Hayek 1973:30; emphasis added)

Entrepreneurs must formulate theories in order to create and to discover potential market opportunities for improved coordination. Prior theoretical frameworks are required for the selection and interpretation of market data. Abstract relations – which are equivalent to theories – ‘enable us to discriminate between different things and to respond to them differentially’ (Hayek 1978:37). Entrepreneurs are only able to recognise something as new and different (e.g. changes in consumer tastes, technology or resources) if they are equipped with expectations of what is ordinary. In addition, their perceptions of similarity in two or more market events presuppose the adoption of a point of view, that is, the adoption of a theory (Popper 1959:420–421). If entrepreneurs did not have any system of theories, market events would seem to them to be of such an indistinguishable homogeneity that they would not be able to make sense of what is happening in the market. (Of course, this is itself a theoretical proposition.) Entrepreneurial action would be purposeless.

If entrepreneurs are to have any possibility of understanding the world and of effecting changes within it, they will be forced to abstract and to simplify. Entrepreneurs must select those aspects of a situation which are related to their specific purposes and to the particular problems in which they are interested. Their theories and models assist them in focusing their attention on specific segments of the dense complexity which characterises their concrete existence. ‘We never act, and could never act, in full consideration of all the facts of a particular situation, but always by singling out as relevant only some aspects of it’ (Hayek 1973:30). For example, an entrepreneur marketing computer software does not typically consider the colour...
of customers’ hair in the development of marketing strategy, although hair colour is indeed one of countless variables to which the entrepreneur could conceivably attend in this empirical situation. One potential reason for such selectivity is that the entrepreneur assumes that the colour of customers’ hair is not relevant to his or her problem: it is hypothesised that this factor has no effect or no detectable effect upon the phenomenon of interest. More specifically, the entrepreneur implicitly makes the *negligibility assumption* that the colour of customers’ hair does not affect the success of policies to market computer software (cf. Musgrave 1981). However, for a completely different problem, such as the marketing of cosmetics, spectacles, clothing, or jewellery etc., hair colour may be considered especially pertinent and worthy of the entrepreneur’s attention.

5.2 GENERAL CHARACTERISTICS OF ENTREPRENEURS’ THEORETICAL SYSTEMS

The theoretical systems that entrepreneurs construct (and the entrepreneurial action programmes they derive from them) possess several important properties:

- a hierarchical structure and near-decomposability;
- openness to change, revision and replacement (i.e. theories are not static);
- limitations of scope;
- a conjectural (non-verifiable) and potentially objective character;
- individuality (i.e. theories are specific to individual entrepreneurs, of whose imaginations they are a product).

The following discussion will concentrate upon the first of these – the hierarchical structure of the entrepreneur’s system of knowledge – because it contributes most to explaining aspects of entrepreneurial behaviour, such as why an entrepreneur may act as if his or her conjectures in one domain are not interlinked with those in another.

The entrepreneur’s theoretical system, like that of the scientist, is a hierarchically organised structure. Among other things, an entrepreneur’s theoretical system comprises individual theories at different epistemological levels of abstraction: theories about interactions at one level (e.g. within a particular market or industry) and theories at higher levels (e.g. a set of markets) or lower levels (e.g. specific market segments). Those of the entrepreneur’s theories
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on higher levels of abstraction describe deeper layers of reality, even though the states of affairs these theories describe are more hypothetical or conjectural (cf. Popper 1963:115–116). Thus, the more general the entrepreneur’s empirical theories about the world, the greater the depth in the entrepreneur’s claims about reality (see section 6.3.1 on the falsifiability principle).

Each entrepreneurial theory is in turn a hierarchical system of deductively linked hypotheses which incorporate different degrees of generality (though by no means does the entrepreneur make all deductive linkages explicit). At the apex of the scale of generality are the highest-level postulates and hypotheses which the entrepreneur builds into a particular theory. They are the propositions from which the entrepreneur derives all others in elaborating that theory. In a sense these assumptions determine and entail all the lower-level claims made by the entrepreneur about reality. However, like real-life scientists, entrepreneurs often have some difficulty in assessing whether one hypothesis is really of a higher or lower level than another.

Each entrepreneurial theory comprises a number of individual elements conjoined together into a more or less coherent whole. Entrepreneurs try to minimise the mutual contradictions and irrelevancies between these elements. However, because the environment is in a state of flux and entrepreneurs are continually changing their conjectures, it is very rare for an entrepreneur’s theoretical system to exhibit perfect unity and total consonance at any point of time.

At the risk of oversimplification, it may be fair to say that the criticism, plastic control and correction of the entrepreneur’s hypotheses proceed upwards from lower to higher levels of the hierarchy of knowledge, whereas prediction goes in the opposite direction:

‘Reasoning downwards in generality’ means deducing consequences – making predictions – from hypotheses; while reasoning upwards [to higher-level statements] corresponds to the hypothetico-deductive ‘testing’ process, where a hypothesis that is not directly testable is checked by reference to a directly testable consequence (or where a more general hypothesis is assessed by reference to one that is less general).

(Stewart 1979:72)

More specifically, the entrepreneurs theoretical system is a multilevel hierarchy which consists of the following major structural components: metaphysical principles, empirical theories, and specific
predictions. Each of these is discussed separately in the remainder of this chapter. I also have some comments to make about the entrepreneur’s action programmes.

5.3 THE ENTREPRENEUR’S METAPHYSICAL PRINCIPLES

The entrepreneur’s metaphysical ideas are purely speculative and can often be quite vague and fuzzy. They are articles of faith which the entrepreneur holds firmly. The configuration of these ideas is thus likely to be highly stable over quite a long period of time. Included in this category are the following sorts of assumptions:

- the cluster of hard-core assumptions that the entrepreneur makes about the world, its regularity, and his or her location in space, time, society and nature;
- the entrepreneur’s basic beliefs about people, their openness to change, their needs (including their needs for self-esteem and social regard), the driving forces that motivate them, their honesty and trustworthiness (including the extent to which they act in good faith when unanticipated events occur), their altruism, asceticism and obedience, and the entrepreneur’s beliefs about the attributes of human nature which are important to contracting processes. Two divergent sets of assumptions about human nature are neatly exemplified by McGregor’s (1960) Theory X and Theory Y. The particular pattern of these assumptions will in turn shape the entrepreneur’s theory of leadership;
- the entrepreneur’s beliefs about wealth, material gain and economic security;
- the entrepreneur’s beliefs about the forces or constraints, if any, which delimit market events, and his or her beliefs about the control of fate in business (and especially about his or her influence over the outcomes of ventures) (Gasse 1986:52);
- the entrepreneur’s assumptions about the sovereignty of consumers and the autonomy of consumer preferences (including assumptions about the extent to which marketing strategies can alter, reveal or create consumer tastes and thereby change consumers’ behaviour to suit the entrepreneur’s own ends);
- the proverbs about ‘the economy’ that the entrepreneur accepts, the entrepreneur’s preconceptions about the economic process as a whole and about what is causally or teleologically significant within it, and his or her common-sense ideas about economic
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theory. Also included here are the entrepreneur’s convictions about the extent to which market prices reveal the private information of other agents (Bacharach 1986:175–176, 181).

These fundamental presumptions correspond to what Kelly in his theory of personality (1955, 1963) refers to as an individual’s ‘core constructs’ and to what Converse (1964) calls ‘central idea-elements’ in a person’s political ‘belief-system’. Taken together, they also resemble Boulding’s (1956) notion of ‘the Image’ and Gasse’s (1986) concept of an ideology of business. It should be noted that it is not so much the effect of one particular metaphysical idea taken in isolation that is important in explaining entrepreneurial behaviour, but rather the effect of the metaphysical programme as a whole (cf. Rokeach 1960). Another point is that entrepreneurs are often not aware of their own metaphysical speculations and rationalisations.

Metaphysical theories are not testable, either because of their logical form or because of dogmatic decisions made by the entrepreneur to allow them to go unquestioned for the time being. Entrepreneurs may develop them into testable empirical theories at later stages of the venture process or of their careers. Although metaphysical ideas may at times slow down the entrepreneur’s learning, it must be remembered that they are a prerequisite to entrepreneurial discovery: they are an important source of entrepreneurial inspiration and perform a useful heuristic role in guiding the entrepreneur’s search for information. New entrepreneurial ventures would be impossible without them.

5.4 THE ENTREPRENEUR’S THEORY OF LATENT DEMAND

An entrepreneur’s theoretical system ($T$) is a superordinate construct which encompasses at least three subordinate empirical theories:

- a theory of latent demand ($t^d$);
- a theory of production ($t^p$);
- a theory of governance or, of the organisation of, transactions ($t^g$).

The entrepreneur’s theory of latent demand is discussed in detail in this section. The other two components are examined in the following sections.

The entrepreneur’s theory of latent demand involves conjectures about the most urgent of the as yet unsolved problems of consumers and hypotheses about the new bundles of product characteristics
that will satisfy these latent demands. It also includes conjectures about the price-quantity-quality configurations by which target consumers will be willing to buy the entrepreneur’s new product over a period of time. More specifically, the entrepreneur forms a complex set of conjectures about:

- the factors which determine the demand for the new product; the rate of growth and variability over time of demand, including the significance of seasonality in demand;
- total market demand for alternative forms of the entrepreneur’s new product, that is, the total quantity that will be bought by the target customer group in a selected geographical area during a specified time period under a given marketing programme (especially product and pricing strategies) and assuming given environmental conditions; the maximum price that the entrepreneur thinks possible without inducing production by potential or actual rivals; the sales profile of the entrepreneur’s venture as consumer learning from experience with the product takes place; minimum and maximum possible first-time sales, replacement sales and repeat sales of the new product in each period (these conjectures in turn will depend upon the entrepreneur’s assumptions about the factors which affect the actual timing of replacement and repeat sales, such as the survival-age distribution of the product and possible competitive offerings available at the replacement date etc.);
- the characteristics of potential end-use customers (i.e. the structure and composition of market demand): who will buy, where they will buy, when they will buy, how often they will buy, why they will buy; the degree of heterogeneity of potential customers in terms of their goals, resource endowments, knowledge and problem situations; the possible dimensions for segmenting markets (e.g. geographic, demographic, psychographic/life-style, benefit, volume, situation-specific and person–situation segmentation); the characteristics which a resulting market segment must exhibit for it to be profitable to develop a separate marketing programme tailored to it (e.g. measurability, accessibility, responsiveness and substantiality); taxonomic principles for classifying the problem situations of groups of consumers; the knowledge that potential consumers have about the products in existence, the terms on which they are available, their qualitative characteristics and their power to cater to consumers’ requirements; how to take consumers’
transaction costs of exchange into account when designing alternative marketing strategies and pricing schemes; the purchasing methods employed by buyers (e.g. haggling, acceptance of list prices, solicitation of quotes);

- the elasticities of demand with respect to changes in relative prices or product characteristics; how elasticities of demand can depend upon complementarities – linkages between consumers’ activities – and the associated costs of disrupting consumers’ existing patterns of choice; how demand elasticities vary across groups of potential customers; how the price-elasticity of demand facing the entrepreneur will change over the product life cycle, especially with increased product standardisation and consumer experience with the product;

- the extent, if any, to which the entrepreneur can engineer people’s individual demand functions by marketing strategies and by particular tools in the marketing communications mix (especially advertising, sales promotion, personal selling and publicity); whether the demands of individual consumers are independent of one another or whether there are interaction effects;

- the events and situations which cause problems for consumers (e.g. the failure of existing products); how entrepreneurs can stimulate potential consumers into recognising the urgency of hitherto overlooked problems;

- how consumers create a choice agenda of possible activities: that is, how they identify a relevant set of options that could conceivably be solutions to their problems;

- the methods consumers use to evaluate and choose between rival possible schemes of action; the sets of decision rules and evaluative criteria used by consumers to choose between competing products (conceived as bundles of characteristics); the relative importance different segments of consumers assign to these criteria in particular use-contexts; whether consumers evaluate product characteristics simultaneously or sequentially and the number of characteristics that they consider; in particular, whether target customers for the entrepreneur’s new product employ neoclassical, compensatory or non-compensatory decision procedures, and if the latter, then whether they use disjunctive, lexicographic or conjunctive choice models (or some hybrid form).

Following Cantillon (1931), the growth-of-knowledge (GK) theory rejects the notion that demand functions are in any way given to the entrepreneur. Rather it is assumed that the constellation of demand
must be discovered (however tentatively) by the entrepreneur through a process of trial and error-elimination. This process of learning is not confined to the discovery of the demand function for a pre-specified new product which possesses a given set of physical attributes. The reason for this is that the entrepreneur must also try to discover the combinations of product characteristics that are valued by particular groups of potential consumers in particular situations. (More on this shortly.) In order to test hypotheses about which combinations consumers value most, the entrepreneur must typically experiment in a piecemeal fashion with the elements of the marketing mix. Not surprisingly, the entrepreneur is considered unlikely to subscribe to formal neoclassical theories of demand, for reasons that Richardson has elaborated:

Formal demand theory assumes that consumers are able to determine an order of preference between different combinations from a fixed list of distinct commodities; it represents no more than a simple application of the logic of choice. If we wish to consider, as does an entrepreneur, which kinds and qualities of goods to produce, then this model of consumers’ behaviour needs to be replaced.

(Richardson 1960:102; emphasis added)

Even Lancaster’s (1966) modified neoclassical theory of demand, which to its credit portrays consumers as wanting goods for the characteristics they expect them to contain, is not satisfactory because it fails to emphasise the situations of decision-makers sufficiently. Consequently, his theory cannot account for the immense variability in consumer behaviour that the entrepreneur must somehow attempt to explain and harness. Furthermore, it retains much of the neoclassical apparatus, such as utility maximisation and convex preference orderings, and thus leads to deterministic models of consumer behaviour.

According to the GK theory, the entrepreneur applies the method of situational analysis in order to explain and to predict consumer behaviour and to segment market demand. Consequently, the entrepreneur analyses the situations of groups of consumers because demand is conjectured to be a function of the interaction of individuals with their situations. The entrepreneur subdivides market demand into distinct groups of consumers who are conjectured to have different demand schedules and to require
substantially different product characteristics in different usage situations. The entrepreneur seeks explanatory theories of consumer behaviour which appeal not to psychological elements (such as consumer preferences, tastes, wants and motives, etc.) but rather to objective elements of the situations in which consumers find themselves (such as consumers’ goals and knowledge, and the physical, social and temporal dimensions of purchase situations).

For any particular case, the entrepreneur reconstructs two distinct problem situations: the usage situation as it is, and the situation as it appears to consumers (i.e. consumers’ subjective perceptions of the situation). Both reconstructions are of course conjectural but may be corroborated by independent evidence.

This method of explanation has even found favour with some marketing specialists: ‘buyers can be just as naturally described and categorised in terms of the situations they will primarily use the product in, as describing them in terms of demographics, personality-traits or their attitudes’ (Dickson undated: 5). Indeed, in the marketing literature there is a growing recognition that individual consumer characteristics are by themselves severely limited in their ability to explain variation in buyers’ behaviour. This has prompted marketers to investigate explicitly the role of objective situations (and consumers’ perceptions of usage situations) in determining consumer choices (Belk 1974, 1975a, 1975b; Fennell 1978; Lutz and Kakkar 1975). Consequently, both the ‘product-use situation’ and the ‘person within situation’ can be regarded as potentially useful bases for explaining and segmenting market demand and for targeting marketing strategy.

From the perspective of person–situation demand analysis, the entrepreneur views each consumer as a problem-solver and thus interprets consumers’ actions in any specific situation as attempts to solve problems: ‘[The ultimate objectives of consumers’ activity] can scarcely be described as the satisfaction of individual “tastes”’ (Richardson 1960:103). In particular, most problems arise for consumers in their (disappointed) attempts to predict, explain and control events in their lives. It is the entrepreneur’s contention that goods and services are demanded not so much for themselves but rather as possible means for obtaining the ends of prediction, explanation and control (Alderson 1971:143; Earl 1986b: 94; 1990a: 732; Gutman 1982). The entrepreneur therefore treats a new product as a novel bundle of situation-specific problem-solving services. (Conversely, any novel bundle of such characteristics may be thought
of as a joint product in that it may be able to solve several problems in various situations.)

As part of the method of situational analysis, the entrepreneur may form conjectures about the net implications to individual users of utilising his or her new product in particular problem situations. From the subjective standpoint of consumer \( i \) in product-use situation \( j \), the key issue is whether or not the positive implications appear to exceed the negative implications of making the switch to the entrepreneur’s new product (see Figure 5.1). In the case of markets for durable capital goods, the positive implications for potential industrial buyers (as construed by the entrepreneur) may comprise expected reductions in production costs and/or in transaction costs as a result of using the entrepreneur’s new capital item, and/or possible increases in sales revenues. By way of example, a new machine may be expected to lead to lower direct operating costs for the user if it automates some stage of the manufacturing process. If the new capital good is designed to reduce the uncertainty of physical output quality, it may also be anticipated to reduce the user’s transaction costs (especially, control, monitoring and measurement costs). The entrepreneur’s new good may also be expected to increase the user’s sales revenues if demand-enhancement effects are generated by using it in the production process – for example, if the new machine makes possible improvements in product performance and design which are valued by consumers.

On the other hand, the conjectured negative implications of starting to use a new good may consist of the amount the consumer must pay for the entrepreneur’s new product as well as the consumer’s expected transaction costs of organising this exchange. (Indeed, the common distinction made in the marketing literature between convenience goods, shopping goods and specialty goods is based upon the price of the consumer product and the level of transaction costs the consumer bears in evaluating, selecting and obtaining the appropriate item.) Because consumers do not have proven true knowledge of the merits of every product or characteristics-bundle compared to another, they will often make experimental purchases as part of their continual quest to discover new and better ways of solving their problems and achieving their specific goals. In this way, their patterns of choice can be expected to change over time.

Entrepreneurs’ theories of consumer behaviour will have a major impact upon their theories of production, and especially upon their product differentiation strategies. For example, if an entrepreneur
holds the theory that most target customers will use a disjunctive model of choice in the relevant class of purchase situations, the entrepreneur will seek to design the new product so that it performs better than rivals with regard to the single evaluative attribute which is conjectured to dominate consumer choice. (See Earl (1983b: 108–112) for further implications of non-compensatory choice models for product design.)

The entrepreneur’s theory of consumer demand, and especially the market segmentation strategy the entrepreneur derives from it, may be a source of competitive advantage. If the entrepreneur’s rivals interpret market demand in terms of traditional categories of consumers (e.g. geographic and demographic segments), they may not be alert to the existence of hitherto uncatered for market segments. Suppose then that on the basis of his or her novel segmentation theory, the entrepreneur develops a new product (or characteristics-bundle) specifically tailored to the situation-dependent problems of users in that segment and that the entrepreneur subsequently dominates the target market at a profit. If competitors do not share the same theory of market segmentation, they may be unable to discover the reasons for the entrepreneur’s success. And since they cannot explain the source of the entrepreneur’s success, the types of people purchasing the new product and the specific problems they are seeking to solve by consuming it, then rivals will experience some difficulty in encroaching upon the entrepreneur’s dominant market position, unless they can construct new and better theories of market segmentation. Consequently, the entrepreneur’s

---

**Figure 5.1** The conjectured implications of using a new industrial product

---
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profits may continue for some time (Haley 1968:34; O’Driscoll and Rizzo 1985:105).

5.5 THE ENTREPRENEUR’S THEORY OF PRODUCTION

The entrepreneur’s theory of production contains conjectures about the technological possibilities of combining given inputs into novel products or of obtaining given product concepts from novel combinations of inputs. More specifically, the entrepreneur forms hypotheses about:

- how to characterise the productive transformations of which the entrepreneur’s venture may be capable; the nature of the relation between inputs and outputs (e.g. many-to-many relation between sets of inputs and outputs because labour services may be of a variable specification and yield a variable performance);
- alternative possibilities of plant size and production capacity; for a given plant, the level of capacity utilisation that can be achieved during specified periods under normal working conditions and the plant’s maximum technical capacity; the appropriate scale of initial entry and the effect of scale of entry on the entrepreneur’s relative cost position; the appropriate length of production runs and how it may change over the product life cycle; the length of production runs necessary if the entrepreneur is to be able to experiment with new product designs so as to test the reactions and needs of consumers; the conditions under which it is appropriate to employ batch mode production rather than continuous process manufacturing, or vice versa; possible adjustments to plant capacity as production and product-mix change during the life of the venture;
- the sequencing of, and the activities involved in, different stages of the production process; the specific input requirements for various production stages; the time schedule of production (e.g. start-up, initial plant tests, full capacity production); the time pattern of production (i.e. whether the new product is to be produced to order or delivered from inventory); possible procedures for quality control, production control and inventory control within a multistage production process;
- possible techniques of production; the elasticity of input substitution; the extent to which the production process will tend to be labour or capital-intensive; the extent to which relatively
skilled workers are required who can participate in the problem-solving process and in the modification of product designs;

- the specificity of inputs used in the production process (e.g. the mix of general purpose machinery and specialised machinery); how production costs change as asset specificity increases; the divisibility of inputs (especially of the manufacturing plant and of major machines); the degree of integration of the production process; the flexibility of alternative technologies and the rate of technological change in the entrepreneur’s industry;

- the categorisation of production costs, that is, what to include under the rubric of production costs and how to classify them. Entrepreneurs form conjectures about the amounts they will have to ‘pay out’ to all factors to produce the planned level of output, including payments to shareholders and any imputed costs (e.g. depreciation and a sufficient rate of return on the money capital invested);

- the relevant dimensions for distinguishing between different kinds of production costs: the components into which total production costs can be divided (e.g. total fixed costs and total variable costs, both of which can in turn be further divided into sunk and salvageable parts);

- the structure of production costs, and the complex set of supply-side mechanisms which continually alters it; the structure of relative factor prices and its determinants; the quantity and quality of factors of production to which the entrepreneur has access at particular factor prices; the effects of organisational slack and X-inefficiency on production costs;

- how production costs vary in the short-run as the level of output changes, together with which costs are constant over a specified range of output; the potential for reducing average production cost over time through the exploitation of possible economies of scale and of scope and also through learning by doing (the ‘experience-curve effect’); the lowest level of output which can be expected to yield the envisaged minimum average cost (i.e. the conjectured minimum efficient scale); the determinants of economies of scale and of scope in production; the sacrifices in economies of scale necessitated by alternative market segmentation strategies;

- the production costs of rivals, existing or potential, who could produce near-perfect substitutes for the entrepreneur’s product; the likely volume of both competitive and complementary output;
• the ranking of, and the interaction between, the various factors which are critical to the selection of an industrial location (e.g. the location and ownership of essential inputs, the proximity of principal product markets, the existence of infrastructural investment, the socioeconomic environment, public policies, etc.); possible locations and specific sites suitable for the particular venture (especially for the erection and operation of any manufacturing plant);
• the array of possibilities for qualitative variation in output (i.e. for product differentiation).

The GK theory excludes the possibility that entrepreneurs characterise their firms as well-defined, fully specified production sets. It denies that entrepreneurs choose points on a unique production frontier which exists independently of economic agents and the firms which they create. By referring to the entrepreneur’s *theory* of production, the GK approach emphasises the experimental elements involved in the production process – the circumstance that the outcome of any particular input decision is not known with certainty. In this connection, Leibenstein (1968:73) deserves special mention as having identified two subtle assumptions of the neoclassical theory of the production function which he considers to be a major impediment to a satisfactory theory of entrepreneurship: namely, that ‘the complete set of inputs are specified and known to all actual or potential firms in the industry, and that there is a fixed relation between inputs and outputs’. He objects to economists treating the production function as a datum. Implicitly pursuing a subjectivist Hayekian argument (Hayek 1937:39), Leibenstein takes issue with observing economists assuming that actors know facts they do not and cannot actually know: ‘Where and to whom in the firm this knowledge is supposed to be available is never stated. In fact, there are great gaps of knowledge about the production function’ (1968:73).7

It is clear that the entrepreneur’s theory of production is intimately connected to the entrepreneur’s other theories. For example, the entrepreneur chooses a capital equipment rig and a target level of capacity utilisation in the light of conjectures about strategic aspects of pricing, such as those related to possible competitive reactions and latent market demand. Economies of scale can be realised only if the output is more or less continually sold, though inventory buffers can be used to some extent to absorb variations in demand. In addition, the envisaged pros and cons of producing to order and of
producing to stock will depend, among other things, upon the entrepreneur’s conjectures about the importance of being able to satisfy customers quickly (which favours producing to stock) and his or her conjectures about the significance of being able to custom design products which precisely match the buyer’s specifications (which favours producing to order).

5.6 THE ENTREPRENEUR’S THEORY OF GOVERNANCE

Different entrepreneurs will hold different theories about the critical dimensions with respect to which economic transactions differ, and they will form different hypotheses about the most efficient and flexible ways of organising certain types of transactions. Different entrepreneurs will have different ideas about the circumstances under which market transaction costs will tend to be relatively high, and they will therefore have different conjectures about the circumstances under which internal organisation is appropriate. As outside observers, we see no a priori reason why the governance theories to which entrepreneurs subscribe must necessarily coincide with or conform to Williamson’s transaction cost approach, especially since the entrepreneur is entirely absent in Williamson’s framework.8 (In other words, there is no need to invoke some Muth-like rational expectations hypothesis, according to which the forecasts of economic agents are assumed to correspond to the predictions of the ‘relevant’ economic theory.) As a result, two entrepreneurs, who are otherwise identical except for their theories of governance and who are exposed to the same objective situation, are likely to choose different ways of arranging production and marketing, and their ventures will probably exhibit different patterns of growth.

The entrepreneur’s theory of governance comprises conjectures on at least some of the following factors:

- the sets of environmental and human factors, and combinations thereof, that generate obstacles to trade and hence transaction costs;
- the definition of transaction costs (e.g. ‘resource losses due to lack of information’ (Dahlman 1979:148)) and the boundaries of the concept of transaction costs;
- the classification of transaction costs into functional categories (e.g. search and information costs, bargaining and decision costs, and policing and enforcement costs);
the specificity of the inputs which are required in the production and marketing of the entrepreneur’s new product (that is, the degree to which assets are fixed in terms of location, function or user). In addition to conjectures on how governance costs vary with asset specificity, level of output and governance structure, the entrepreneur also makes hypotheses about the demand-enhancement effects (e.g. design or performance benefits) and the production-cost consequences (e.g. savings in transportation and inventory costs) that may be yielded by greater asset specificity. Thus, entrepreneurs’ theories of governance are linked inextricably to their theories of latent demand and of production;

- the frequency with which transactions recur in bringing the new product to market (i.e. one-time, episodic, highly recurrent);
- the uncertainty in economic transactions, and the sources of such uncertainty (e.g. whether it is exogenously or endogenously created);
- the extent and variety of appropriability, measurement and divisibility problems that can be expected during the development of the venture; in particular, the extent of externality problems which can be expected to arise when independent distributors do not appropriate all the benefits of their efforts to enhance the quality of the entrepreneur’s new product or when they do not bear all the costs of quality debasement;
- the cognitive competence of decision-makers with whom the entrepreneur will be engaged in contracting (i.e. the limits to their rationality), and the sophistication of their judgmental decision-making;
- the different types of self-interest seeking to which other parties are prone, including the extent to which the propensity to act opportunistically varies among members of the contracting population, and the difficulties of distinguishing opportunistic from non-opportunistic actors. These conjectures of course are derived from the entrepreneur’s metaphysical beliefs about human nature, which were discussed earlier;
- the importance placed on human dignity by parties to different kinds of transactions, and the types of transactions for which dignity is most crucial (especially transactions in internal and external labour markets);
- the potential conflicts which can emerge in contracting processes, the sources of such conflict, and the major transactional milestones which are most critical to the success of the entrepreneur’s venture.
Included here are the entrepreneurs conjectures on how competitive (large-numbers) exchange relations can be transformed into small-numbers bargaining conditions, with the associated possibility of ‘hold-up’ problems at recontracting stages;

- the existence of first-mover advantages which arise when the winner of the original contract acquires a cost advantage (e.g. by virtue of the acquisition of a unique location) (Williamson 1971:116);

- the comparative merits of alternative governance structures (e.g. firms and markets) as institutions for acquiring knowledge and for coordinating diverse transactions across space and time;

- the kinds of governance structures (and alternative forms of hierarchy) which will: promote a culture of creativity and of critical inquiry into highly complex market problems; safeguard the venture’s transaction-specific assets; permit the entrepreneur to appropriate the economic gains from innovation, speculation and arbitrage; help the entrepreneur to cope with the structural uncertainty inherent in competitive market processes; and permit adjustment (at the appropriate speed) to changes in technology, consumer requirements and resource availabilities;

- the possible trade-off between economic efficiency in a static sense (i.e. the minimisation of the sum of production and transaction costs at any particular conjuncture) and flexibility (i.e. the potential for effective adaptation to unanticipated environmental changes); how the nature of what is transaction-cost efficient depends upon whether the entrepreneur perceives the environment to be in equilibrium or disequilibrium; the relative efficiency and the relative flexibility of alternative governance structures under specified circumstances (e.g. under disequilibrium conditions when markets and technologies are constantly changing); and the path-dependency of transaction costs;

- the potential transaction-cost savings that can be realised by switching from one governance structure to another, and the conditions under which such economic gains can be expected to arise;

- the determinants of different forms of divestment and disintegration (i.e. the splitting up of integrated structures into different parts);

- the potential trade-offs between production-cost economies of scale and scope on the one hand and governance-cost economies on the other;

- the interdependence between organisational forms and techniques of production.
At the hub of the entrepreneur’s theory of governance are his or her ideas about the spectrum of governance structures that can be devised to effect different kinds of entrepreneurial transactions (including arbitrage, speculation and innovation). For any particular economic activity, the entrepreneurs choice of governance structure is not limited to the polar cases of pure markets or hierarchical organisation. There are complex hybrid modes of governance located between both ends of the continuum, and entrepreneurial activity in this intermediate range is widespread (see Best (1990); Joskow (1985); MacMillan and Farmer (1979); Richardson (1972); Williamson (1983a, 1984c, 1985a). Belonging to this middle group of hybrid transactions are venture capital contracts, venture nurturing (including corporate new venture divisions and R & D partnerships), venture spin-offs, joint ventures, franchising, reciprocal trading (including product exchange agreements), share contracts, quasi-vertical integration and other forms of non-standard contractual arrangements. These sorts of transactions can sometimes involve the use of ‘hostages’ to support the exchange relationship.

From this standpoint, the entrepreneur regards the firm as only a nexus of interrelated contracts, so that the line between the firm and the market becomes blurred. In particular, both the outer boundaries of the new firm, which the entrepreneur sets up as a vehicle for product innovation, and the internal structure of the firm itself are not given but are open to entrepreneurial initiative and imagination. Upon deciding to internalise some sets of related transactions, the entrepreneur must then apply his or her theory of governance in order to design the internal organisational structure of the venture, and especially its degree and form of hierarchy. In addition, the entrepreneur’s theory of governance is used to design the external organisation of the venture firm, that is, the linkages and relationships of cooperation between the entrepreneur’s venture and other firms which are completely separate in ownership and control. (As omniscient economists, however, we may observe ex post that the actual structure of the venture is not the sole result of conscious design on the part of the entrepreneur: although of pragmatic origin, much of the structure – such as connections of goodwill and other institutions of inter-firm cooperation – will evolve at least in part spontaneously over time. Because of structural uncertainty, the development of an innovating firm will depend upon many actual circumstances and economic changes which the entrepreneur could not have predicted.)
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The transaction cost literature identifies the condition of asset specificity as the most important attribute of transactions and thus as the major determinant of the most efficient governance structure for organising transactions.9 (Indeed, because the transaction cost approach is mainly presented as a descriptive rather than prescriptive analysis, it implicitly assumes that entrepreneurs and corporate strategists also consider asset specificity to be the critical transactional dimension (cf. Earl 1984:21).) Asset specificity is defined as the condition which arises when inputs cannot be ‘redeployed to alternative uses or by alternative users without the sacrifice of productive value’ (Williamson 1986d: 15). For the growth-of-knowledge theorist, this definition should make it clear that the degree of specificity of durable inputs is not, as is typically assumed in transaction cost economics, an exogenous given known with certainty by the economic agent.10 Rather it is matter of conjecture on the part of the decision-maker. The conjectured degree of asset specificity depends on the entrepreneur’s expectations at time \( t_1 \) (the moment of the decision to acquire the asset or to set up the governance structure) of the second-best use of the asset at some future date, \( t_1 + n' \) when the entrepreneur may foreseeably wish to dispose of that very asset.11 (At time \( t_1 + n' \) of course, the entrepreneur’s expectations of the asset’s second-best use may differ from those held at time \( t_1 \).) Because of structural uncertainty regarding the nature of transactions, both present and future, the entrepreneur may hold false hypotheses about the opportunities for redeploying malinvested assets to other uses or users, and hence the entrepreneur may also hold false conjectures about the specificity of the assets employed in any particular production technique. Such conjectures are most severely tested whenever the entrepreneur actually goes about turning capital goods to their perceived second-best purposes or whenever the entrepreneur tries to sell or lease out the assets to other potential users.

The entrepreneur’s theory of governance is predicted to be one of the most important sets of conjectures crucial to entrepreneurial success. Many entrepreneurs fail to consider transaction costs explicitly, or they consistently underestimate the relevance of transaction costs (Picot 1986:4; Picot and Schneider 1988:27–31). Transaction costs are conjectured to be the hardest category of costs for entrepreneurs to measure and to predict. In particular, this class of costs is expected to be much less predictable than production costs (cf. Walker and Weber 1984:378). Consequently, it is conceivable that some entrepreneurs may not even possess a theory of governance,
with the result that they will omit transaction costs entirely from their evaluations of the profitability of competing innovative activities. Such entrepreneurs are likely to view their firms as mere production functions (however crude or ill-defined), rather than as governance structures. The assessment of potential transaction costs, and the importance assigned to them, can be expected to depend in part upon the previous functional specialisation of the entrepreneur. More specifically, entrepreneurs with a technical background in engineering are predicted to emphasise production costs and to downplay or ignore governance costs to a greater extent than entrepreneurs with extensive experience in purchasing.

The failure of entrepreneurs to include transaction-cost factors in their formation of business strategies may result in entrepreneurs making incorrect and ill-fated decisions about where to draw the boundaries of their firms.\(^\text{12}\) Indeed, false theories of governance are predicted to be a frequent cause of entrepreneurial error and losses.\(^\text{13}\) ‘Manufacturers sometimes operate on the mistaken premise that more integration is always preferred to less’ (Williamson 1983c: 116). Williamson (1983c: 112–116) reports on the losses suffered by manufacturing firms which had made mistaken decisions to integrate forwards into distribution or backwards into the supply of raw materials. Among other things, substantial penalties from full vertical integration are conjectured to have arisen when the integration strategy involved a large sacrifice in economies of scope (and to a lesser extent, When it led to the failure to exhaust scale economies fully). The emphasis placed upon the entrepreneur’s theory of governance is also consistent with the results of an empirical study by Picot, Laub and Schneider (1988, 1989) into innovative business start-ups in Germany. They found the organisation of transactions to be a decisive determinant of the performance of newly founded ventures in their sample. Compared with less successful innovators, the very successful entrepreneurs appeared to adapt their governance structures much more sensitively (and in the direction predicted by Williamson’s transaction cost theory) to changing economic conditions. Whereas very successful innovative start-ups tended to shift to external procurement in factor markets as soon as conditions were favourable, less successful new firms tended to do the reverse and brought the production of components in-house. Furthermore, very successful firms utilised more sophisticated and specialised modes of contracting for externally procured resources than did the less successful enterprises. (Less successful firms were also more rigid in their procurement policies
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and tended to manufacture standardised inputs themselves to a greater degree than very successful firms.) Very successful innovative entrepreneurs made more extensive use of long-term supply contracts, cooperation agreements, written contracts, and complex contracts involving intensive negotiations. In this way, the very successful ventures were able to focus their limited pools of resources upon their hard-core innovative activities which could not be delegated to the external market, and at the same time they were able to govern their contractual relations with external suppliers more efficiently and flexibly. On the basis of their results, Picot et al. concluded that the ‘design and development of transaction-cost efficient coordination modes seem to be a very important property of innovative entrepreneurs in a dynamic environment’ (1988:28).14

5.7 THE ENTREPRENEUR’S SPECIFIC PREDICTIONS

So far I have described the three main types of empirical theories which each entrepreneur puts together in developing an entrepreneurial idea for a new business venture: namely, the entrepreneur’s theories of latent demand \( t^d \), of production \( t^p \) and of governance \( t^g \). Entrepreneurs combine their insights into latent demand with their theories of production and of governance in order to make their discoveries and to derive their specific predictions about the existence of profit opportunities. I will now discuss this point in more detail.

From the conjunction \( T \) of these three empirical theories (together with any auxiliary hypotheses he or she makes), the entrepreneur derives the prediction \( P \) that a new product embodying a particular bundle of characteristics can be marketed to a target set of potential consumers in a definite spatial region over a specified future time period to yield revenue which will more than cover the sum of production costs and governance costs.15 More formally and succinctly, the entrepreneur predicts:

\[
T \cdot A \rightarrow P
\]

\[
T \cdot A \rightarrow \pi, \pi = R - (PC + GC) \text{ such that } \pi > 0,
\]

where:

\[
T = \text{some conjunction of the entrepreneur’s theories of}
\]
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latent demand, of production, and of governance, that is, \( T = t^d \cdot t^p \cdot t^g; \)

\( \cdot \) = the conjunction (simultaneous assertion) of hypotheses;

\( A \) = the entrepreneur’s set of auxiliary hypotheses, especially his or her account of the initial conditions of a market situation (i.e. the entrepreneur’s ‘knowledge of the particular circumstances of time and place’ (Hayek 1945:521));

\( \rightarrow \) = the relation of deducibility or analytical implication;

\( P \) = the entrepreneur’s set of specific predictions;

\( \pi \) = anticipated profit;

\( R \) = total expected revenue from selling the new bundle of product characteristics;

\( PC \) = total expected production costs;

\( GC \) = total expected governance costs.

The entrepreneur’s predictions that opportunities for profit exist are low-level elements in his or her theoretical system which are in closer empirical contact with reality than higher-level elements. The entrepreneur specifies these predictions in such a way that they apply only to finite ‘regions’ of space and time. The entrepreneur’s prediction \((P)\) is thus that ‘There is an opportunity for profit in the space–time region \( k \)’. The entrepreneur’s prediction \((P)\) has the logical form of a singular existential statement or a singular ‘there-is’ statement: it belongs to that class of propositions that asserts that ‘There is an \( x \) in the space–time region \( k \)’ or that ‘An (market) event of type \( x \) is occurring in the region \( k \)’.

It should be made clear that in the present context the term ‘predictions’ does not just comprise the entrepreneur’s forecasts of unknown future events. As used here, the term also includes assertions about past market history (i.e. retrodictions) as well as descriptions of known economic events which the entrepreneur wants to explain (i.e. explicanda) (cf. Popper 1959:60; 1960:133).

5.8 THE ENTREPRENEUR’S ACTION PROGRAMMES

The entrepreneur also possesses an incompletely specified hierarchy of action programmes which are applied in particular types of situations. These programmes organise the entrepreneur’s actions
into patterns of various levels of complexity, generality and abstraction: ‘configuration is just as important a property of behavior as it is of perception [and I might add, of conjecture]’ (Miller, Galanter and Pribram 1960:12–13). Entrepreneurs’ action programmes are punctuated by long-range goals and short-run objectives. In addition, entrepreneurs develop policy recipes to guide their actions towards the attainment of prescribed goals. An entrepreneur may consider major policies, procedures and rules to be the hard core of one action programme which is itself part of the protective belt of another, higher-level action programme, thereby giving rise to a kind of core/demicore map of entrepreneurial action programmes (see Remenyi 1979).

Langlois provides a novel matrix approach which is useful for depicting the hierarchical structure of economic agents’ plans:

We can . . . think of the agent’s actions as organized in hierarchical fashion, with the set of actions $A$ divided into subsets $A_i$, composed of subactions $a_{ij}$, which are, in turn, composed of sub-subactions $a_{ijk}$, etc. . . . An action or plan at the highest level of the hierarchy is abstract in the sense that it is oriented toward a typical situation and consists in a general pattern of response. As we examine the plan at lower levels of the hierarchy, we see that more details have been filled in. The plan is increasingly more concrete in its orientation and more specific in the response it embodies.

(Langlois 1986a: 183–185)

The common distinction between business strategy (e.g. $A_i$) and tactics ($a_{ij}$) reflects the hierarchical nature of the entrepreneur’s planning process.

The end of this chapter concludes the introduction to the basic concepts of the GK theory of entrepreneurship. The next three chapters apply these concepts to the question of how entrepreneurs operate within the market system. In particular, they elaborate the notion of the ‘sophisticated falsificationist’ entrepreneur.

NOTES

1 The notion that it may be fruitful to treat economic agents as possessing theories was first enunciated by Schutz. See, for example, Schutz (1943, 1967). More recently, Denzau and North (1994) advocate depicting
individuals as possessing ‘mental models’ which they use to interpret and structure their environment and to guide their choices.

2 The hierarchical nature of theories and mental constructs is emphasised by a number of writers, including Earl (1984:49–51, 55–56), Kelly (1955; 1963:56–59), Margenau (1966), and Simon (1962a). For systems-theoretic arguments in favour of hierarchical structures, see Milsum (1972:155–158).

3 Not included in this discussion are the entrepreneur’s empirical generalisations about the world. These are on a slightly higher level of generality than that of his or her specific predictions. Furthermore, this chapter does not examine other low-level elements, such as the initial conditions identified by the entrepreneur. Initial conditions are spatio-temporally singular: they relate only to individual market events at particular times and places and have already been discussed in Chapter 4.

4 Lancaster was not the first to provide a demand theory based upon the characteristics of a good rather than on the good itself. See Ekelund and Hébert’s (1991) discussion of the pioneering characteristics-based theory of consumer behaviour that was provided in the nineteenth century by the transport economist, Jules Dupuit. His theory is superior to Lancaster’s model in several important respects, including the extent to which it facilitates integrating consumer demand theory with theories of entrepreneurship (1991:28). With regard to the foregoing discussion of demand discovery, I acknowledge some intellectual indebtedness to Dupuit’s analysis as presented by Ekelund and Hébert.

5 More formally, the entrepreneur conjectures that the demand function is of the form: 

\[ Q_{ij} = F_{ij} (x_1, x_2, x_3, \ldots x_n) \]

where \( Q \) is the market demand for the entrepreneur’s new product, \( i \) is the \( i \)th group of consumers, \( j \) is the \( j \)th product-use situation, and where \( (x_1, x_2, x_3, \ldots x_n) \) represents the characteristics of the entrepreneur’s augmented product (which includes quality, packaging, and after-sales service, as well as the core product).

6 Cf. Earl’s (1986a: esp. 32) behavioural analysis of demand elasticities. The accompanying figure is an adaptation of a diagram in Picot, Schneider and Laub (1989:365), though its content and perspective are quite different.

7 See too Leibenstein (1979: esp. 133–134). These points were taken up by Nelson and Winter (1982:59–65) in their behavioural theory of the firm. In particular, they raise three questions as damning criticisms of the neoclassical theory of the production set:

If ‘technological knowledge’ is what defines a firm’s capabilities, where in the firm does that knowledge reside? What rationale can be given for the presumption that there is a sharp boundary line between what a firm can and cannot do? How does the knowledge possessed by one firm relate to that possessed by others, and to the ‘state of knowledge’ in the society generally? (Nelson and Winter 1982:62)

8 Cf. Kirzner’s comments:

Unfortunately, it [Williamsons’ transaction cost framework of organisational change] throws little light on the nature or
consequences of entrepreneurial endeavor as such. The entrepreneur is not merely an elusive figure . . . ; he is absent entirely. Instead, there is an *impersonal* process of organizational change that tends to somehow conform to requirements dictated by transaction-cost efficiencies.

(Kirzner 1983a: 288; emphasis added)

However, the entrepreneur does receive explicit attention in some of the literature on transaction costs and related issues. See, for example: Anderson and Hill (undated); Buchanan and Faith (1981); Casson (1990a, 1991); Dietrich (1994); Harper (1989); Michaelis (1985); Picot and Schneider (1988); Picot *et al.* (1989); Ricketts (1987a, 1987b); Dieter Schneider (1985); Dietram Schneider (1988); and Wegenhenkel (1980b, 1981, 1983).


10 In a more formal presentation of transaction cost theory, asset specificity has been assumed unrealistically to be a *decision variable* that is available at a *constant per unit cost* (Riordan and Williamson 1985:370). See too Williamson (1981a: 558).

11 More specifically, the entrepreneur’s conjectures about the specificity of an asset associated with a particular production technique are related to his or her hypotheses about the future demand for that asset: expectations of steadily growing (declining) demand being in general associated with anticipated decreases (increases) in asset specificity. As Williamson says: ‘As generic demand grows and the number of supply sources increases, exchange that was once transaction-specific loses this characteristic and greater reliance on market-mediated governance is feasible’ (1979:260).

The entrepreneur’s conjectures about asset specificity also depend upon hypotheses about: market structure (the number of potential buyers and sellers of the asset), thinness of the market being positively correlated with the conjectured degree of asset specificity; the market demand and market supply for the final products manufactured with the asset (and the determinants thereof); changes in the institutions for exchange (the creation and destruction of markets for the sale or lease of the asset in question); and changes in technology which will determine the availability of substitutes.


13 See section 8.1 on the causes of refutation.

14 The empirical investigation involved personal interviews with fifty-two high-tech entrepreneurs based in the Federal Republic of Germany and West Berlin. (The study was conducted in 1987 prior to reunification.) All the ventures in the sample were still operating in the market. The sample was divided into a group of less successful new firms (*n* = 18) and a group of very successful new firms (*n* = 16). Unfortunately, from
the perspective of the efficient use of information in statistical testing, the remaining middle group of businesses (i.e. those between the less successful and very successful firms) was excluded from all statistical tests which sought to determine whether transaction-cost factors could explain the degree of economic success of innovative business start-ups within their sample.

15 Process innovations can also be included within this framework. In such a case, the entrepreneur predicts that a new process will bring the sum of production costs (e.g. by automation of manufacturing) and governance costs (e.g. by new forms of organisation, new ways of communicating with the market) to a level below that of the revenue which is expected to be generated from selling the end-product.

16 In their conception of psychological agents, Miller et al. define a ‘plan’ as a hierarchy of instructions which guides behaviour:

\[
\text{A Plan is any hierarchical process in the organism that can control the order in which a sequence of operations is to be performed. A Plan is, for an organism, essentially the same as a programme for a computer, especially if the program has the sort of hierarchical character described above. (Miller \textit{et al.} 1960:16; original emphasis)}
\]

Impressed by Newell, Shaw and Simon’s computer simulations of human cognitive processes, Miller et al. concur with the hypothesis that ‘a hierarchical structure is the basic form of organization in human problem-solving’ (1960:16).
Part II

THE METHODOLOGY OF THE FALSIFICATIONIST ENTREPRENEUR
6
INTRODUCING THE
FALSIFICATIONIST
ENTREPRENEUR

A good scientist tries to bring his constructs up for test as soon as possible. But he tries them out initially in test-tube proportions. . . . This straightforward testing of constructs is one of the features of the experimental method in modern science. It also characterizes any alert person.

(Kelly 1963:13; emphasis added)

6.1 INTRODUCTION

I portray entrepreneurs as Popperian falsificationists who learn from the discovery of refuting evidence which falsifies (though never conclusively) their theories, rather than model them as inductivists who acquire knowledge by gathering data. In other words, entrepreneurs are depicted as learning from their mistakes rather than from their successes.¹ It is through refutation that falsificationist entrepreneurs learn from their mistakes, and as they correct their mistakes their knowledge grows (cf. Popper 1963: vii, ix).

Falsificationist entrepreneurs are expected to be more successful than innovative entrepreneurs who adhere to the principles of other methodological schools. The entrepreneur’s adoption of falsificationist methodology yields relatively more efficient procedures for screening conjectures than do other methodologies. This is because it is relatively more efficient to eliminate the many false entrepreneurial ideas than it is to identify the very few ‘potentially true’ ideas which may be corroborated by the market. Expressed in somewhat different terms and in another context, Block suggests that:

Successful corporate venturing depends on keeping the cost of inevitable failures down rather than achieving a high percentage of
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profitable ventures. Damage control of the losers is more important for total programme effectiveness than is frequency of successes.

(Block 1989:22)

Falsificationist entrepreneurs act in a way which assists the efficient progress of their own knowledge. They test their conjectures in a systematic manner: they do not proceed to undertake advanced critical tests until their theories have resisted refutation during earlier stages of testing. I shall have more to say on the efficiency of such screening procedures later.

Poor performance or even failure of new business ventures may (though not necessarily) arise from not following falsificationist methodological rules:

Poor management performance is characterized by the failure to articulate and test critical assumptions, failure to interpret results, failure to alter plans according to the interpretation of the test results.

(Block 1989:28)

Maidique and Zirger (1985) provide interesting case studies of entrepreneurs in high-growth companies who allegedly inferred general theories about the market from past experience of success in individual markets – sometimes with devastating results. They recount the tale of a startup venture to manufacture computer systems. The firm had developed a new product idea for a computerised system of inventory control for jobbers (small distributors) in a particular industry (1985:308–309). Based on many years of spectacular success, the company took what seemed an inductively logical step of developing an inventory system for a higher-level but closely-related market in the same industry: large wholesale (warehousing) distributors. The ensuing débâcle meant that the new product did not even achieve its first-year revenue target during the three years after its initial launch. The failure of the new product could be construed as the result of the venture team’s reliance upon inductive assumptions that new markets would be like old markets (in terms of competitive intensity and customer sophistication) and that repeating past practices would reproduce past successes.

Another alleged example of inductive fantasising is Apple Computer’s launch of the Apple III. This personal computer was targeted to the small business and professional market following the
huge success of the Apple II in the home computer market. Plagued with technical flaws and distribution problems, however, the Apple III resulted in the company losing its lead in the personal computer market and in its conceding a large share of the market to IBM (Hartley 1985: ch. 17; Maidique and Zirger 1985:305, 309). Here again, it could be argued, entrepreneurs saw the future through the inductivist prism of present successes; their overly optimistic expectations of future market events were engendered by their past experience. (However, it should be noted that learning from the Apple III fiasco did contribute to the company’s subsequent dramatic success with the Apple II-plus.)

These unflattering remarks about inductivism are not meant to imply that sophisticated falsificationism is a panacea. No method, be it justificationist or non-justificationist, scientific or non-scientific, is a guaranteed means to achieving specific ends. ‘It [the “scientific method”] is not a method in the sense that, if you practise it, you will succeed; or if you don’t succeed, you haven’t practised it; that is to say, it is not a definite way to results: a method in this sense does not exist’ (Popper 1963:313; parenthesis added). Hence, some falsificationist entrepreneurs may fail and other entrepreneurs who do not subscribe to falsificationism may succeed.

However, it is predicted that falsificationist entrepreneurs are more likely to be successful than other types of entrepreneurs. This claim is also consistent with Popper (1960:58). Popper regards entrepreneurs, who set up businesses and introduce new products or new forms of business organisation, to be conducting piecemeal social experiments. He presents piecemeal social engineering as the most appropriate and successful method for obtaining knowledge for practical problems:

> The piecemeal engineer knows, like Socrates, how little he knows. He knows that we can learn only from our mistakes. Accordingly, he makes his way, step by step, carefully comparing the results expected with the results achieved, and always on the look-out for the unavoidable unwanted consequences of any reform; and he will avoid undertaking reforms of a complexity and scope which make it impossible for him to disentangle causes from effects, and to know what he is really doing.

(Popper 1960:67)

To avoid confusion, piecemeal social engineering must be distinguished from holistic or utopian social engineering, which aims at reconstructing
the whole of society on the basis of a definite blueprint and which seeks to control further social developments (methods often attributed to collectivist or centralised planning). Both Popper and the Austrian school of economists regard utopian engineering with suspicion and consider its execution to be logically and practically impossible. ‘Holism, whether philosophical or sociological, is the culprit that will lead us into errors’ (Sklair 1973:146).

It is no coincidence that the description of the piecemeal social engineer bears a considerable likeness to the growth-of-knowledge (GK) conception of the falsificationist entrepreneur. Piecemeal social engineering is merely the sociological parallel to Popper’s philosophy of piecemeal criticism. The common theme is that complex structures – whether scientific, economic or social – are only to be created and changed by means of a negative feedback process of sequential adjustments (Magee 1973:67). Piecemealism thus applies to the entrepreneurs market-making activities.

Piecemeal product engineering is a case in point. Minor product innovations directed towards existing markets have a substantially higher likelihood of success than new generic product categories which depend upon markets which do not yet exist and which require a significant shift in customers’ normal patterns of usage behaviour.

[T]he more distinctive the newness [of the product], the greater the risk of failure resulting either from insufficient working capital to sustain a long and frustrating period of creating enough solvent customers to make the proposition pay, or from the inability to convince investors and bankers that they should put up more money.

(Levitt 1986:180)

Revamping and repositioning existing products, product differentiation (i.e. variations in quality, style, or image), product line extensions, product improvements (i.e. minor changes in product attributes, package redesign, new after-sales services etc.) and other product revivification strategies pose a lower chance of failure than holistic strategies because they reduce the scope for errors arising from product complexity and novelty. Minor product innovations are also cheaper to evaluate prior to launching because they can be readily tested in existing markets.

Market segmentation strategies can also be interpreted as the piecemeal engineering of existing markets rather than the creation
of new markets. The application of this marketing tool represents an attempt by firms to discover how their markets are divided into groups of people with different problem-situations, different views (i.e. theories) of their products and even different world-views.

6.2 GENERAL CHARACTERISTICS OF THE FALSIFICATIONIST ENTREPRENEUR

Before examining the technical aspects of the falsificationist methodology as applied to entrepreneurship, I discuss the essential characteristics which distinguish the falsificationist entrepreneur from other entrepreneurs.

6.2.1 Active disposition, problem-sensitivity and customer-orientation

The first point to be made is that falsificationist entrepreneurs are active explorers who make their experiences, rather than passive observers who receive information osmotically from their environment. It is entrepreneurs who actively formulate trial solutions (i.e. conjectures) to specific market problems, and it is entrepreneurs who of their own accord design new experiments in order to test the implications of their ideas in new situations.

In addition, the falsificationist entrepreneur possesses a sensitivity to problems. Indeed, it can be said that entrepreneurial activity begins and ends with problems (see section 7.9 on the evolution of entrepreneurial knowledge). Because entrepreneurial problems are ill-structured, the entrepreneur’s task does not begin with the attempt to solve a problem, but rather the attempt to define the problem and to account for why it is a problem (Pounds 1969). Entrepreneurs focus on the formulation of problems before shifting their efforts to the generation of tentative solutions: their degree of success in the former often determines their degree of success in the latter.

Given that customers and the satisfaction of their needs are considered to be a vital part of the entrepreneurial problem, it follows that entrepreneurs also have a heightened sensitivity to product usage situations, customers and market segments. They ask questions, such as: What particular sets of problems are customers trying to solve in their purchase of a particular good in a particular situation? What is the frequency and intensity of these problems? To what extent do current products solve these problems? What new product characteristics could
solve those problems better than existing products? Consequently, falsificationist entrepreneurs exhibit an external orientation towards urgent and impending market problems that are conjectured to exist in reality rather than an internal focus on the venture firm, its product portfolio, technology and personnel. ‘[L]acking resources, successful small entrepreneurs soon find that it pays to approach potential customers early, test their solutions in users’ hands, learn from these interactions, and adapt designs rapidly’ (Quinn 1985:74). In the terminology of marketing management, falsificationist entrepreneurs are customer-oriented rather than product-oriented. They organise their production and exchange relations in accordance with the logic of the marketing concept. The entrepreneur selects from among the innumerable market problems which emerge those which seem soluble, and from among this subset, the entrepreneur chooses those problems whose solutions are imagined to yield the most profit. Entrepreneurship, like science, is the ‘art of the soluble’ (cf. Medawar 1967), though of course problems which appear tractable may well turn out to be unmanageable.

6.2.2 Fallibilism, theoretical pluralism and pre-emptive product cannibalism

The falsificationist entrepreneur acknowledges the tentative and conjectural nature of all knowledge and recognises that many entrepreneurial forays into the unknown turn out to be mistakes in their original form. Such fallibilism has been well articulated by Soros:

My partner and I took a malicious pleasure in making money by selling short stocks that were institutional favorites. But we differed in our attitudes to our own activities. He regarded only the other participants’ views as flawed, while I thought that we had as good a chance of being wrong as anyone else. The assumption of inherently flawed perceptions suited my self-critical attitude.

(Soros 1987:15; emphasis added)

[Entrepreneurial ideas and new products] are just as conjectural as new theories about the causes of cancer or the number of fundamental particles – not least in that any of them may be misconceived and that even those which are not refuted by the tests currently available are liable to fail at some later date in different circumstances, and therefore to call for replacement by new conjectures.

(Loasby 1984a: 76)
Consequently, falsificationist entrepreneurs develop criteria for identifying weak products, and they design product strategies which specify the conditions under which products in their portfolios should be considered for elimination. The consistent application of Popperian methodology also requires that product-elimination strategies, such as simply dropping the product or selling it to another firm, be tested before implementation (cf. Sevin 1965).

The falsificationist entrepreneur’s emphasis upon the tentativeness of knowledge expresses itself in the entrepreneur’s commitment to theoretical pluralism (also referred to as ‘parallel development’ by Quinn (1979; 1985) or as ‘the method of multiple hypotheses’). Theoretical pluralism involves producing at least two explanations of, or tentative solutions to, the same problem, in contrast to theoretical monism which involves the explicit development of only one approach to a problem. Falsificationist entrepreneurs encourage competing approaches at all levels of the innovative process. ‘The need for producing alternatives is not something that one eventually outgrows’ (Mitroff 1974:240). Falsificationist entrepreneurs try to programme differing approaches to market and technical problems into the decision-making process and avoid confining themselves to just one theoretical base. Just as scientists hedge their bets, so too entrepreneurial teams may pursue several diverse options concurrently (e.g. by developing competing prototype alternatives) when this is practicable in terms of cost and time. For example, Sony Corporation pursued ten major options in developing its technology for videotape recorders, and each option in turn had two to three alternative subsystems (Quinn 1985:78).

The advantage of theoretical pluralism is that it prevents dogmatic commitment to any single approach (Quinn 1979:24). In making different approaches to a problem compete intensively and for as long as possible, falsificationist entrepreneurs try to prevent an idea gaining a monopoly in its hold on their problem-solving endeavours. The model of dynamic competition is thus applied to the internal markets for resources within the firm as well as to the external factor and goods markets. As a consequence of their theoretical pluralism, falsificationist entrepreneurs come to regard the innovative process as a non-linear, parallel process rather than a partitioned sequence of activities. Theoretical pluralism gives entrepreneurs the opportunity to see how their decision problems change when they are modelled differently (cf. Mitroff 1974:229). It is appropriate for dealing with problems which are wickedly ill-structured, that is, for
handling novel situations which require considerable time and resources for defining the problem. Entrepreneurial problems – especially innovative problems – are generally of this nature (see Chapter 3).

Using a single hypothesis to guide one’s practical actions (i.e. theoretical monism) has opportunity costs. Theoretical monism may promote the efficient development of one potential solution to a specific market problem as it is currently defined. If the entrepreneur were to have perfect foresight, a single-hypothesis approach would be optimal. However, with structural uncertainty the entrepreneur can never identify a course of action which is certain to succeed. Thus, reliance upon a single hypothesis runs the danger of directing, from the very commencement of the venture, the entrepreneur’s investigation and resources along a narrowly-defined path which leads to a dead-end. By steering the entrepreneurs attention in one direction, theoretical monism may distract the entrepreneur from focusing in other directions which may be more profitable avenues for market-making.

The development of more than one potential solution to a problem may be conjectured to increase costs (relative to theoretical monism). However, there are likely to be economies of scale in the generation and testing of competing approaches. Furthermore, the entrepreneur may expect the additional benefits from investing in a certain number of rival options to outweigh the additional costs. This may be the case if a particular degree of theoretical pluralism is anticipated to reduce development time, to increase the speed of market impact and to thereby reduce the likelihood of refutation or to improve the overall chance of corroboration by severe market testing (i.e. by increasing the chance that the entrepreneur’s portfolio of solution concepts contains at least one satisfactory alternative). The entrepreneur may conjecture that a pluralist approach will reduce development time because competition between rival teams or individuals instills a sense of urgency to the generation of solutions and limits agency problems (Quinn 1979:24).

Potential benefits are also associated with the possibility of choosing better solutions under the pluralist approach. Entrepreneurs are not able to make rational choices if they do not have access to a minimum of objective knowledge. The proliferation of rival entrepreneurial ideas improves the objectivity of the knowledge available to the entrepreneur and consequently speeds up the entrepreneur’s rate of learning. From the interplay and contest
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between ideas the entrepreneur is better able to learn where each may be deficient (cf. Popper 1963:246). Parallel development of several programmes provides more objective knowledge for making decisions which are better attuned to market requirements for adequate problem solutions (Quinn 1985:79).

The magnitude of benefits from theoretical pluralism will depend directly upon the seriousness for the entrepreneur of being mistaken. It is best suited to situations in which there are heavy penalties for poor performance – as is often the case with product innovations. The more novel a product, the more crucial it is that the first experience of opinion leaders in using the product is not unfavourable in some fundamental way. Their negative experiences may have repercussions – through discouraging their local peers who are less venturesome – which are far out of proportion to their level of dissatisfaction with the innovation (Levitt 1986:181).

Pre-emptive product cannibalism is also consistent with the provisional nature of entrepreneurial knowledge. Product cannibalism arises when a firm’s new product or brand gains sales by diverting them from the company’s existing product(s) or brand(s) (Heskett 1976; Kerin, Harvey and Rothe 1978). Whereas product cannibalism is generally unplanned, pre-emptive product cannibalism is planned and expected: it is an intended consequence of the new product development process.

Pre-emptive product cannibalism reflects the view that entrepreneurs should never regard their own products or ideas as unchallengeable, no matter how dominant and successful those products or ideas have been. Accordingly, entrepreneurs should never stop treating their products, ventures or R & D activities as anything other than mere experiments with which to test and to gain knowledge. The implication is that entrepreneurs must recognise that they will at some stage have to destroy their own once-profitable assets, that is, that they will have to engage in some form of self-imposed creative destruction (cf. Levitt 1986:160). Consequently, falsificationist entrepreneurs attempt to refute their own theories by developing new and better solution concepts which supersede them.

The methods and organisational practices of 3M (the Minnesota Mining and Manufacturing Company) are paradigmatic of such a philosophy (see Roberts 1980:139–141). To a greater degree than the majority of other large corporations, 3M has organised itself to promote and sustain the development of internal corporate ventures (that is, separate entities established within the company itself for
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the purpose of developing new markets or radically different products), and it has had a long-term record of success in developing these new businesses. The company is organised on the basis of individual product lines, each of which has its own product development department. According to its rather unconventional charter, each product development department can develop new ventures outside its division’s present business area, even if the new product competes with the existing output of other product divisions.

Pre-emptive product cannibalism is a strategy which can enable a firm to reduce the gaps in its existing portfolio of customer-oriented products, gaps that might otherwise be filled by competitors. The strategy is based on the assumption that it is better to have the firm’s existing buyers substituting between items in its own portfolio of solution concepts than it is to have them switching to competitors’ products. Roberts’s (1980:139) paraphrasing of 3M’s philosophy is apt: ‘We would rather have one of our own new products competing with an existing product line of 3M than have a competitor’s new product competing’.

The experience of the Gillette Company in the early 1960s is an interesting case study of how dominance in an industry can be eroded by a dogmatic reluctance to introduce a new product – in this case, its own stainless steel razor blade (see Hartley 1986: ch. 7). In particular, its conservative management held the theory that a likely consequence of embracing this upstart innovation would be to cannibalise the major product in its existing line – the highly profitable, carbon-steel ‘Super Blue’ blade. In addition, management disliked the disruptive consequences of installing new production lines and retraining technicians for the new process. The result of management’s procrastination was that Gillette left itself vulnerable to competitive inroads, brought a stainless steel blade to market months after its competitors and lost considerable market share (15 percentage points in eighteen months) which need not have been surrendered.

Pre-emption is a matter of degree, however. An example of pre-emptive cannibalism carried to the extreme is Osborne Computer. The management of this venture prematurely announced the planned introduction of ‘the Executive’, a more sophisticated and powerful model of its existing personal computer, before the new product was even marketable. The result was to practically kill the sales for its existing model, the Osborne 1 (Hartley 1986: ch. 16).

Cannibalism effects must be anticipated and planned for on the
basis of the entrepreneur’s theories of market dynamics and of competition. Moreover, conjectures on the market impact of cannibalisation should be tested throughout the new product development process. At the concept testing stage, market research techniques can be applied to detect the potential for end-use substitution between product concepts which can be applied by customers in particular situations (Kerin et al. 1978:30). The business analysis and test marketing stages should also try to assess the source of potential sales volume for the new product to test whether it will arise from the company’s existing products, competitors’ products or an expansion of the market.

6.2.3 Extensive application of the critical method

Falsificationist entrepreneurs artificially make the growth of their knowledge more intensive by consciously setting their problem-solving endeavours in an overtly critical framework. They adopt a scientifically minded ‘technology’ for defining customer problems (and potential markets) and for creating and delivering possible solution concepts. They embrace a systematic approach to market-making which is based on critical thinking as well as piecemeal, practical experimentation. Falsificationist entrepreneurs attempt to expose their theories to deliberate critical tests of differing degrees of severity (see Chapter 7). They undertake an extensive range of screening and testing procedures even at very early stages of new product development and critically examine their ideas throughout all phases prior to, during, and after, full-scale commercialisation.

Falsificationist entrepreneurs emphasise that since they can learn from their mistakes, it is desirable to make their mistakes as fast as possible (cf. Popper 1963: vii). As with new scientific ideas, a novel entrepreneurial idea cannot be fully developed into a workable hypothesis and exposed to some empirical (market) tests without a large expenditure of time and research resources, both physical and human. The exponential rise in product development costs during the development process increases the importance of the early rejection of ideas which are not promising to be technically or commercially viable. By speeding up the growth of the entrepreneur’s knowledge, theoretical pluralism at the prototype stage aids the early detection of projects with poor profit potential.

Similarly, falsificationist entrepreneurs appreciate that it is very difficult to learn from a very big mistake because it is hard to distinguish causes from effects. They thus attempt to break down a
major problem into a number of subproblems – each of manageable scope and intricacy. Consequently, they are geared towards piecemeal rather than holistic experiments, as we have already observed.

Falsificationist entrepreneurs are critically vigilant and are alert to evidence that their actions are not having the desired effects. The falsificationist entrepreneur recognises that there are no piecemeal economic experiments (such as business startups, new product introductions, and price changes) which do not have unintended and unwelcome consequences (e.g., unintended product cannibalism). The falsificationist entrepreneur looks out for these mistakes and attempts to identify them, to analyse them and to learn from them, and to apply this knowledge so that they can be avoided in the future (cf. Popper 1960:88). By the adoption of the critical method, entrepreneurs seek to avoid making many mistakes in a more expensive form, and discovering them later, than need be.

The falsificationist entrepreneur extends the critical method as far as possible beyond product R & D, engineering and production. The falsificationist entrepreneur thus contrasts with the engineer-managers and scientist-managers of high-technology firms who limit their critical policies to the ‘hard, practical realities’ of the laboratory in which they can concentrate on ‘controllable variables’. In a classic article on marketing myopia, Levitt aptly characterises these scientists who have turned managers:

The irony of some industries oriented toward technical research and development is that the scientists who occupy the high executive positions are totally unscientific when it comes to defining their companies’ overall needs and purposes. They violate the first two rules of the scientific method – being aware of and defining their companies’ problems, and then developing testable hypotheses about solving them. They are scientific only about the convenient things, such as laboratory and product experiments.

(Levitt 1986:164)

6.2.4 Sophisticated falsificationist entrepreneurs aim for partial corroboration not refutation

The portrayal of entrepreneurs as falsificationists could be (wrongly) criticised on the grounds that real-life entrepreneurs aim for corroborations and profits, whereas falsificationist scientists aim for
refutations. Because such a misconception may impede understanding of the argument developed in this and later chapters, it is convenient to deal with it here at a preliminary stage before delving into finer detail. The supposed criticism that is advanced rests upon a rather naive interpretation of Popper’s theory of method (Lakatos 1970:119–121). Falsificationists do not simply produce theories so that they can be superseded but rather search for theories that are nearer to the truth than those of their competitors (Popper 1963:15, 245). They try to discover new facts. The corroboration of bold conjectures plays a vital role in the sophisticated falsificationist’s account of the growth of knowledge.7 Indeed, even the leading falsificationist, Popper, makes it an explicit requirement of a good theory that it pass some new and severe tests (see section 2.2.4). On this matter, the Popperian position of sophisticated falsificationism has been well summarised by Chalmers:

[W]hile the fact that it does lead to the possibility of new tests makes a hypothesis worthy of investigation, it will not rank as an improvement on the problematic theory it is designed to replace until it has survived at least some of those tests. This is tantamount to saying that before it can be regarded as an adequate replacement for a falsified theory, a newly and boldly proposed theory must make some novel predictions that are confirmed.

(Chalmers 1982:55)8

Like scientists, entrepreneurs want theories which are well-corroborated because they aim to find non-ad hoc explanations of the phenomena that interest them. An explanatory theory is the more satisfactory, the more severe are the tests that it has survived – that is, the greater is its degree of corroboration (Popper 1972:192–193). Both scientists and entrepreneurs want theories which are successful in their unexpected or improbable predictions. (In the case of entrepreneurship, the extent of profits that are forthcoming may even increase with the improbability of the corroborating cases.) Indeed, the progress of their knowledge requires empirical successes as well as successful refutations.

Consequently, scientists and entrepreneurs alike may adopt critical methods towards their own hypotheses without necessarily hoping or expecting to refute their hypotheses. In conducting severe empirical tests, scientists and entrepreneurs may in fact attempt to corroborate their theories in a spectacular manner by demonstrating that their
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particular theories successfully predict events of a new kind (cf. Musgrave 1974b: 578–579). In adopting critical methods, therefore, scientists and entrepreneurs do not aim to develop falsifications of their theories at any price (as with dogmatic and naive brands of falsificationism) but can aim to obtain partial corroborations of their theories (sophisticated falsificationism).

Sophisticated falsificationism thus does not share the purely negative character of dogmatic and naive falsificationism (Lakatos 1970:119–121). As a corollary, sophisticated falsificationist entrepreneurs do not just learn from their mistakes: they can also learn from the corroboration of the novel predictions derived from their bold, risky conjectures. If a conjecture resists refutation by a severe test, an entrepreneur can learn much about the problem and his or her conjecture, its adequacy and its consequences (cf. Popper 1972:261). Hence, sophisticated falsificationism is not necessarily a negative way for entrepreneurs to orient themselves towards the world.

6.3 TECHNICAL ASPECTS OF THE FALSIFICATIONIST METHODOLOGY AS APPLIED TO ENTREPRENEURSHIP

Having identified the general characteristics that distinguish falsificationist entrepreneurship, I will now move on to elucidate its technical aspects. At the formal level, the falsificationist entrepreneur adopts the falsifiability principle, which offers broad policy direction for the selection of hypotheses, and the (negative) methodological rules which should be used in testing procedures. The falsifiability principle can also be expressed in terms of a methodological or preference rule for choosing between theories. I discuss each of these elements of the falsificationist methodology in turn below.

6.3.1 The basic rule: the falsifiability principle

An entrepreneurial theory is an attempt to solve a specific (market) problem. For any given problem situation, the falsificationist entrepreneur prefers tentative solutions which can be tested to theories which are not amenable to testing. As a consequence, the entrepreneur favours theories which are potentially objectifiable, that is, theories which can be represented in a linguistic or symbolic form (e.g. a business plan) so that it can be criticised (see the discussion of objective surrogates in section
Of those theories which can be tested, the entrepreneur prefers those theories which can be more severely tested (for the moment I ignore cost considerations). Falsificationist entrepreneurs attempt to formulate theories which are falsifiable, and the more falsifiable their theories are, the better from their point of view.

An entrepreneurial conjecture is falsifiable *in principle* if there exists some imaginable (but observable) market event, or set of events, which is inconsistent with the theory, that is, which, if it were in fact to occur, would falsify the conjecture. The degree of falsifiability is a measure of the empirical information conveyed by a theory (Nola 1987:449). Falsifiability can best be illustrated by means of an analogy (cf. Popper 1959:90, 112). Let the set of all possible market events be represented by a circular area, and let each member of that set be represented by a radius of the circle. For a theory to be falsifiable, at least one radius must be incompatible with the theory and ruled out by it. In addition, consider the case in which the entrepreneur is thinking over two competing theories, $T_1$ and $T_2$, as tentative solutions to a given market problem. Each theory is assumed to be internally consistent and thus to divide the set of all possible market events into two groups: those which it contradicts and those with which it is compatible. It is assumed that the sector of market events ruled out by the first theory, $T_1$, is greater than that prohibited by the second, $T_2$ (see Figure 6.1).

For example, suppose that the entrepreneur is considering the following two conjectures:

$$\begin{align*}
T_1 & = \text{all male consumers will respond favourably (in terms of attention, interest and arousal) to the advertising copy for our innovative superannuation package;} \\
T_2 & = \text{all male consumers with an internal locus of control will respond favourably (in terms of attention, interest and arousal) to the advertising copy for our innovative superannuation package.}
\end{align*}$$

* A priori, there are more opportunities for the first theory, $T_1$, to clash with conceivable market events than for $T_2$, that is, there is a greater chance for $T_1$ to be refuted by experience. There are tests of $T_1$ which are not tests of $T_2$; but there are no tests of $T_2$ which are not simultaneously tests of $T_1$. Consequently, $T_1$ is more falsifiable than $T_2$: it asserts more about the market because it rules out more market events which could conceivably happen. Its informative
content is greater. The fact that a theory is highly falsifiable also makes it highly testable: ‘informative content, which is in inverse proportion to probability, is in direct proportion to testability’ (Magee 1973:36).

The discussion so far has assumed that the entrepreneur’s theory is internally consistent. The falsificationist entrepreneur makes consistency a compulsory requirement of any theory; it is the most general condition that every theory must satisfy (Popper 1959:91–92). To be internally consistent, a theory must be compatible with one or more potential market events (in terms of Figure 6.1, at least a narrow unshaded sector of permitted events must exist). On purely logical grounds, a falsificationist entrepreneur will always reject a self-contradictory theory as false.\textsuperscript{10} The reason is that from an inconsistent set of premises, the entrepreneur can use valid rules of inference to deduce any conclusion (or prediction) at all about the world of experience (cf. Popper 1959:91–92; 1963:317, 319). An entrepreneurial theory which is internally inconsistent thus logically entails \textit{all} conceivable states of the world, including all possible conditions of latent demand, governance costs and production costs. For example, it might imply the following assertions \textit{and} their negations: ‘the price of good X will rise’ and ‘the price of good X will not rise’; ‘governance costs will depend on asset specificity’ and ‘governance costs will not depend on asset specificity’; and ‘the

\textbf{Figure 6.1} Comparison of the falsifiability of two theories
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average cost curve is U-shaped’ and ‘the average cost curve is not U-shaped’. As a consequence, a self-contradictory theory also forbids all possible market events, so that it is falsified by any market event whatsoever (Popper 1959:91).

Prior to testing, therefore, falsificationist entrepreneurs submit their theories to definite standards, such as the standard of internal consistency. Besides internal consistency, they appraise competing theories on the basis of their informative content – which is identical with their degree of falsifiability. They prefer the theory with the highest degree of falsifiability: ‘the “better” or “preferable” hypothesis will, more often than not, be the more improbable one’ (Popper 1972:17).

Furthermore, if two or more tentative solutions to a particular problem have the same informative content – i.e. the same degree of falsifiability, and if the entrepreneur must decide between them because of economic constraints in testing theories, the entrepreneur will choose that theory which can be severely tested at the lowest cost. Conversely, among a class of equally costly tests of trial solutions to a problem, the entrepreneur will choose the most severe test. (See section 7.8 for a more detailed discussion of the economic costs of testing.)

The question arises as to why entrepreneurs should prefer a higher degree of falsifiability. The crucial step in answering this question is to recognise that the critical analysis of conjectures, whether in science or in economic activity, is merely one context for the much more general strategy of negative feedback (cf. Medawar 1969:54; 1967).11 Seen in this light, the falsifiability principle is simply a way of enhancing the quality of negative feedback in the cybernetic process of regulating and controlling conjectures. It increases the speed and efficiency of learning from experience. How much entrepreneurs learn from experience is determined to a large extent by the nature of the questions that they themselves ask of the situations and competitive environments which they face.12 The falsifiability principle implies that entrepreneurs should be prepared to risk a trial: they should pose provocative questions and put forth daring answers: ‘Nothing ventured, nothing gained’.

More formally, entrepreneurs require a high degree of falsifiability because they aim for a high degree of corroboration of their theories, and ultimately, for a high degree of explanatory power. The more falsifiable an idea (i.e. the greater its informative content), the more severe are the possible tests that can be conducted (i.e. the more
testable is the idea). Should the idea survive those severe tests, it will then be better corroborated by these tests. Thus, the opportunities for corroborating an idea increase with its falsifiability (i.e. testability) and informative content: ‘Thus . . . corroborability . . . must increase with testability’ (Popper 1963:256).

The basic thrust behind the falsifiability principle is that entrepreneurs must attempt to specify in advance under what conditions they will regard their theories as refuted.13 (Block and MacMillan (1985:184–185) make a similar recommendation in their normative model of venture planning.) The entrepreneur should specify those falsifying conditions as exactly as possible in order to avoid ad hoc post-experimental adjustments. The setting of fairly precise performance targets at the ex ante stage, is necessary if entrepreneurs are to be able to judge whether their ventures are failing or succeeding.14 Williams and Scott’s (1965) study of investment decisions highlights the role of precise standards in facilitating learning. In their investigation, a number of projects yielded outcomes which were judged to be less than satisfactory. But whereas the failure to reach a well-specified target prompted successful remedial measures, a disparity between actual achievement and imprecise expectations demonstrated itself to be a low-powered incentive for correcting mistakes.

Entrepreneurs who apply the techniques of market segmentation (e.g. life-style segmentation, usage situation segmentation, person–situation segmentation) and market targeting can be interpreted as attempting to increase the testability of their theories of latent demand. Customer-oriented entrepreneurs who specify discrete target markets prior to a full-scale launching of their ventures are spelling out in detail the potentially observable situations (e.g. a situation in which target customers do not buy the product) which, if they were actually observed, would mean that their theories of latent demand are refuted.

In contrast, product-oriented entrepreneurs do not stipulate beforehand the potential market conditions which could refute their theories. They do not specify at which customer problems, markets or market segments their ventures are aimed. They fail to make explicit conjectures about the parts of the market (i.e. the subsets of customers) that they can serve most effectively, and they neglect constructing hypotheses about the buying requirements and buying practices of different market segments. Customers are regarded uncritically as a batch of homogeneous buyers who respond
favourably to complex, technically superior products. Their entrepreneurial theories focus on technology and production and exclude a marketing dimension. Consequently, their theories of latent demand are either so implicit or so vague that they rule out few market events that could conceivably occur (in terms of Figure 6.1, the shaded segment is extremely narrow). There is thus little possibility of their theories clashing with market experience and being refuted by market tests. The consequences of such behaviour can be grave. The failure of top management to define their purposes, their policies, their industries and their ‘cluster of know-how’ in testable, customer-oriented terms has been identified by Levitt (1986:141–172) as the major reason for the decline of companies in what were formerly major growth industries.

The specification of precise targets also applies to entrepreneurs’ theories of production. Tight product descriptions must be developed prior to committing resources to full-scale production, and it is preferable that they be specified in writing. Detailed objectives must be set with respect to particular product attributes, production costs, service requirements, quality control, development time and so on.¹⁵ For example, the prediction that ‘product development will be completed within nine months’ is not as precise as the prediction that ‘in nine months a prototype motion analyser can be completed which will cost no more than $300,000, which can be manufactured for a direct cost of $25,000, which can store images on chips electronically instead of on magnetic tape, which will shut itself off automatically once sensors have detected a failure in the operation of a particular high-speed factory line, which can replay the event in stop-action or as slowly as 1/1000 of actual speed, and which qualified engineers can learn how to operate with less than seven hours’ training’.

In concluding my discussion of the falsifiability principle, I must emphasise that entrepreneurial theories which do not meet the standard of practical testability need not be rejected as meaningless. Some entrepreneurial conjectures may not be falsifiable because there are no experimental or measurement techniques yet available for testing them or because the necessary market tests are currently impracticable within the existing social and economic environment. ‘The “material requirement” for a proposition to be a potential falsifier depends on the experimental techniques of the time’ (Latsis 1972:239). Consequently, an entrepreneurial conjecture might be untestable at some given time $t$ but testable at some later stage $t + 1$, © 1996 David A. Harper
t + 2, t + n, etc. as a result of the development of new market-research methods (such as new techniques for measuring consumers’ beliefs and attitudes, preferences and purchasing behaviour) or as a result of changes in the economic and social landscape (e.g. changes in business ethics).

Other ideas may still be at a metaphysical stage of their development,\(^6\) awaiting to be developed into empirical and refutable hypotheses which can be tested by current techniques. In line with their ambition to extend the critical method as far as possible, falsificationist entrepreneurs can subject such metaphysical theories to criticism and rational argument, even though these theories are not capable of being tested empirically. Because an entrepreneurial theory (including a metaphysical idea) is an attempted solution of a problem, it can be criticised and rationally evaluated in terms of whether it successfully solves the problem that it was intended to solve, and whether it solves the problem better than other theories (cf. Popper 1963:199; 1976c: 150). The falsificationist entrepreneur can thus generalise the criterion of falsifiability (i.e. intersubjective testability) into the broader concept of intersubjective criticism (cf. Popper 1976c: 115–116; 1966b: ch. 24; Freeman and Skolimowski 1974:488).

6.3.2 Methodological rules prohibiting immunising stratagems

Falsificationist entrepreneurs adopt methodological rules which ensure the falsifiability of their theories. In the previous section, we have already seen that the falsifiability principle requires that entrepreneurs formulate strategies which can be tested and that entrepreneurs also choose those theories which can be most severely tested. These methodological rules are conventions; entrepreneurs make the decision to adopt them in order to promote the growth of their knowledge.

However, the falsifiability principle has to be supplemented by other methodological rules if learning is to be encouraged: if the entrepreneur decides not to submit a particular theory to any further tests or to protect the theory against falsification, the theory would no longer be falsifiable (in the methodological sense of the term), even if it exhibits the logico-epistemological property of being falsifiable in principle. In other words, what makes a theory falsifiable is the set of methodological rules that the entrepreneur applies to it, and not just its degree of falsifiability in the purely logical sense (but a first-order entrepreneurial
theory will have to meet the requirements of the falsifiability principle if these second-order rules are to be applicable).

Apart from the rules for acceptance and rejection of hypotheses (which are discussed in sections 7.5 and 7.6), the most important group of rules are those which prohibit safeguarding theories against refutation. The basic tenet of these negative methodological rules is that entrepreneurs should not systematically evade refutation by continually reformulating either their theories or their evidence in order to avoid a conflict between them. Consequently, falsificationist entrepreneurs impose methodological limits on the strategies that they themselves adopt to defend their own theories against refutation. In general, if his or her theory \( T \) clashes with observation, then the entrepreneur will tentatively accept a modification of \( T \) to \( T' \) only if the degree of falsifiability of \( T' \) is greater than that of \( T \).

Popper refers to dogmatic tactics to evade refutation as immunising stratagems. These stratagems must be avoided because they serve to reduce informative content and so diminish the scope of what the entrepreneur can say about the world. (In Lakatos’s version of sophisticated falsificationism, these manoeuvres are in fact referred to pejoratively as content-decreasing stratagems or as degenerating problem shifts (Lakatos 1968a: 378; 1970:118).) If entrepreneurs were to adopt these stratagems, they would lapse into an uncritical, conservative kind of conventionalism. Immunising stratagems are a barrier to experience because they are conducive to complacency, and they therefore impede the growth of the entrepreneur’s knowledge. They result from a poverty of entrepreneurial imagination, an inability to generate bold conjectures which predict novel facts about the market or economic environment. Whereas the falsificationist entrepreneur is a piecemeal evaluator, the immunising entrepreneur is thus a piecemeal improviser who resorts to cognitive fudging whenever this is permitted by situational ambiguities.

Before I can describe how falsificationist entrepreneurs counter immunising stratagems, it is necessary to specify the various forms that these stratagems may take. The main types of immunising stratagems that falsificationist entrepreneurs attempt to avoid are as follows:

**IS1** Introducing *ad hoc* hypotheses. It arises, for example, when entrepreneurs explain away refuting evidence, such as poor sales, by saying that personal disposable incomes have not yet grown sufficiently to induce the demand for their new
innovative product; or when they dismiss evidence of a substantial decline in market growth as a normal seasonal fluctuation in consumption; or when they explain poor performance away as the result of transient environmental pressures, such as a recession in the local economy or competitors’ foolhardy strategies. *Ad hoc* explanations are not independently testable: independently, that is, of the effect to be explained (Popper 1972:16).

**IS2** Always adopting a sceptical attitude to the reliability of experiments (e.g. test marketing) and/or the competence of experimenters (e.g. market research firms) whose observations (e.g. market research results) threaten entrepreneurs’ firmly held theories. Entrepreneurs reject the results on the grounds that they are fabricated, fudged, corrupted, insufficiently supported, not systematically acquired or not objective. The only evidence which they can produce in support of their claims that market research results are unreliable is that the results contradict the predictions of their theories of latent demand. Another example is entrepreneurs’ dogmatic insistence that parts of the theoretical apparatus used to test their theories – such as business accounting and reporting systems – are not functioning properly or are not reliable for the tests in question.

This immunising method also manifests itself in propaganda campaigns to discredit dissenters who uphold inconvenient evidence and in public relations efforts to deny the existence of any serious difficulties whose resolution would require a major strategic reorientation. These campaigns can be directed at shareholders, employees, customers and the general public. (Indeed, Starbuck, Greve and Hedberg (1980) explain how the top managers of Facit, a manufacturer of business machines and office furnishings, pursued this sort of propaganda campaign in the face of organisational crisis.) Such propaganda drives to evade criticism of losing courses of action invariably involve opportunism – fraud in the extreme case – in the choice of financial reporting alternatives (e.g. lengthening accounting periods, altering or suspending depreciation charges, and including gains from sales or re-evaluations of assets within operating profits etc. (Starbuck *et al*. 1980:118–119; Verrechia 1986)).

**IS3** Simply ignoring or purposefully overlooking the results of market tests which conflict with one’s theories (i.e. turning a blind eye to counterevidence), thereby rendering an entrepreneurial theory totally immune from criticism. (Indeed,
Steinbruner (1974: ch. 4) surveys a number of experiments which demonstrate clearly that people may preserve their theories by ignoring inconsistencies between their theories and the evidence.)

**IS4** Succumbing to the ‘not invented here’ syndrome – a methodological pathology, sometimes prevalent at various levels within innovative organisations, which can impede the acquisition of knowledge. It is ‘a myopic disease that causes engineers and others to assume that anything that owes its parentage to others is inferior – is “foreign” or suspect in some way’ (Edwardes 1983:282). Its major symptom is a denial of, or lack of interest in, the corroboration of new and better ideas (e.g. new product concepts) which have originated outside the organisation. This amounts to dogmatic commitment to one’s own provincial viewpoint when new ideas are being put forward progressively in such a rapid succession (as was the case in the computer software industry) that the refutation of one theory appears only as the corroboration of its successor (cf. Lakatos 1970:121). Thus, the failure to acknowledge the corroboration of competitors’ hypotheses may be equivalent to the failure to recognise the refutation of one’s own hypothesis (i.e. the failure to accept that one’s theory has been superseded). This immunising stratagem is a special case of IS2 and IS3. It too involves blinkering with respect to counter-evidence.

**IS5** Upholding the truth of one’s theories in the face of recalcitrant experience by amending one’s system of logic or theory of deduction (that is, one’s theory about the transmission of truth and the retransmission of falsity (Popper 1972:304)). Typically, entrepreneurs might retreat into the use of some weakened form of traditional logic (e.g. by revising the logical ‘law of the excluded middle’ (Quine 1980:43)) or they might adopt a new, dialectical logic which does away with the ‘law of contradiction’. If entrepreneurs adopt a dialectical logic, for example, they may no longer search for contradictions with the aim of eliminating them. Indeed, they may conclude that contradictions are better than non-contradictory theoretical systems because they are extremely fruitful and because they propel the growth of knowledge (cf. Popper 1963:316; 1972:126). Hence, entrepreneurs may simply tolerate or accept any contradictions that they discover between their particular theories and the evidence.
Staving off counter-examples to an entrepreneurial conjecture by suitable *ad hoc* redefinitions of its terms (e.g. ‘By such and such I only meant . . . and not . . . ’). Whenever new counter-examples are discovered, entrepreneurs restate their positions by redefining key concepts (e.g. the target market) more narrowly – because, in hindsight, they had unintentionally been defined too widely.\(^\text{19}\)

Rejecting refuted conjectures as false but then restating them for a restricted domain of applicability that bars exceptions (i.e. the alleged counter-examples). Exceptions are thus excluded in an *ad hoc* and piecemeal fashion. Indeed, this ‘exception-barring’ stratagem is a special case of IS1.

Consistently turning alleged counter-examples, in the light of some contrived theory, into humdrum examples or ‘corroborations’. (Lakatos calls this stratagem ‘monster-adjustment’.) These entrepreneurs claim that interpretations of particular market situations cannot possibly be true if they would conflict with their conjectures. They are smugly confident that if exceptions are analysed more closely they will turn out to be only apparent and will in fact ‘corroborate’ their conjectures.

The falsificationist entrepreneur responds to each of the potential immunising stratagems with the appropriate counter-measure (cf. Popper 1959:82–83, 273). The full battery of the entrepreneur’s counter-moves comprises the following rules for guarding against immunising stratagems:

- the ‘no *ad hoc* solutions or hypotheses’ rule;
- the rule against always attacking inconvenient observations or experimental results;
- the rule against ignoring counter-examples;
- the rule against refusing to acknowledge the corroboration of theories which supersede one’s own;
- the rule against using some weaker logic;
- the ‘no *ad hoc* definitions’ rule;
- the ‘no exception-barring’ rule;
- the ‘no monster-adjustment’ rule.

I discuss the most important of these in this section.

To avoid the first of the immunising stratagems described above (IS1), the falsificationist entrepreneur tries to be wary of using auxiliary assumptions and only introduces auxiliary assumptions
which do not reduce the testability, and hence falsifiability, of his or her cluster of conjectures as a whole. (More generally, the entrepreneur stipulates that all explanations of why an apparent refutation is in error must be independently testable and non-*ad hoc* (cf. Musgrave 1971a: 12).) Thus, the falsificationist entrepreneur does not exclude all defences of a theory, not even all those which introduce auxiliary assumptions. But the entrepreneur will only introduce *testable* auxiliary assumptions which strengthen a theory by making it rule out more events than it did previously, so that its informative content increases. The introduction of a testable auxiliary hypothesis may thus be regarded as contributing to the growth in the entrepreneur’s knowledge (cf. Popper 1976c: 42–44).

In order to avoid the second immunising stratagem (IS2), the entrepreneur could arrange either for market experiments (e.g. test markets) to be undertaken in parallel or for an external referee to evaluate the quality of research design and analysis (i.e. trilateral governance of the market research contract). In addition, the entrepreneur could devise, where possible, a specialised contract which better aligns the incentives of the agent and reduces the scope of the market research firm to act opportunistically (i.e. bilateral governance).

Sophisticated falsificationist entrepreneurs are well-equipped to counter the last three immunising stratagems (IS6, IS7, IS8). Their arsenal of counter-moves includes three rules specifically designed to neutralise each of these defensive tactics. These methodological rules are more concrete instances of the general principle that falsificationist entrepreneurs must impose particular well-defined conditions on the theoretical adjustments by which they may safeguard their theories against refutation. Immunising stratagems IS6–IS8 result in *ad hoc* theories which in general do not offer any novel, excess empirical content over their predecessors: that is, these tactics do not increase, and usually reduce, the amount of information in a theory. For example, exception-barring (IS7) replaces a bolder or more falsifiable theory with a weaker or less falsifiable one. These stratagems are therefore *ad hoc*, irrational changes of theory, and in accordance with falsificationist methodological rules, they must in general be rejected.

However, qualifications need to be made. In some limited circumstances, monster-adjustment (IS8) may be empirically progressive: it may predict a novel fact (Lakatos 1970:149). It then satisfies the standards for a rational theoretical adjustment. In addition,
it may be that exception-barring involves progress towards the truth if it replaces a stronger falsehood by a weaker truth (which, however, can never be conclusively established): ‘[W]e cannot unreservedly condemn such modifications: we value strength but we also value truth, and the weaker theory might be true where its stronger ancestor was false’ (Musgrave 1981:381). Furthermore, changing the meaning of concepts in an entrepreneur’s theory is not necessarily monster-barring (IS6): changes in explicit definitions are permissible provided the new theoretical system has a higher degree of falsifiability than that of the system before such modification (Nola 1987:452).

A further point to be made is that falsificationist maxims do not prohibit the critical defence of a theory; they only prohibit the universal and dogmatic use of immunising stratagems – which save theories without being critical with respect to other parts of the test situation (Musgrave 1974b: 580). Thus, it is quite legitimate for an entrepreneur to try to defend a particular hypothesis against a refutation by criticising any of the situational elements involved in that refutation, such as the arrangements for the market experiment, the system of assumptions underlying the apparent refutation, or the description of the particular experimental conditions. Similarly, the falsificationist rules against immunising stratagems do not imply that the entrepreneur can never explain away apparent refutations by blaming the experimenter (e.g. a market research firm which conducts test marketing). As Musgrave remarks:

The rule against ad hocness does not mean that we should never impute a refutation to the idiosyncrasies, or the unreliability, or the dishonesty of an experimenter. What the rule does mean is that when this is done, it must be done in an independently testable fashion: it must be possible to obtain other evidence for the experimenter’s idiosyncrasy, or unreliability, or dishonesty apart from the fact that he has reached unwelcome results.

(Musgrave 1971a: 13)

Finally, when the exploitation of perceived profit opportunities involves setting up new firms, falsificationist entrepreneurs design their organisational structures (widely defined) so as to reduce the scope for immunising stratagems aimed at protecting losing courses of action. (The design of such falsificationist learning mechanisms is described in Harper 1992:238–248).
6.3.3 Psychological and sociopsychological counterparts to immunising stratagems

A combination of psychological and sociopsychological factors increases the tendency of economic agents to immunise their theories against criticism. Even though psychological and sociological elements do not form part of the GK research programme, it is worth providing a brief sketch of the major types of these factors which bear upon immunising tactics. They will be discussed in the context of safeguarding business ventures from elimination, but the discussion can be generalised to cover all uncritical attempts by entrepreneurs to preserve their conceptual frameworks.

One psychological mechanism which can inhibit termination of failing ventures is cognitive dissonance and the perceptual biases to which it gives rise. The argument is that people have a general tendency to filter evidence in the light of their own preconceptions: ‘It is easier to understand and accept information congruent with previous beliefs than to overcome cognitive dissonance’ (Arrow 1974:75). Cognitive dissonance is defined by Festinger as the presence of ‘non-fitting’ relations among relevant cognitions. Dissonance theory asserts that, whenever two relevant cognitions do not fit, this leads to psychological inconsistency within the individual. Such a psychologically uncomfortable state is expected to motivate the individual to attempt to reduce or to eliminate the dissonance. Individuals can achieve dissonance reduction by changing existing cognitions in an ad hoc fashion or by adding new ones which bring seemingly contradictory ideas into congruence. They can also actively avoid situations and information which are likely to increase dissonance and may also choose activities oriented towards consonance (Festinger 1957:3). Opportunities to fudge things in this way are most prevalent in situations of structural uncertainty and of high ambiguity.

The effect of cognitive dissonance on a person’s belief system, like that of immunising stratagems, may well be long-lasting: once chosen, beliefs tend to persist over time (Akerlof and Dickens 1982:307, 310, 316). By implication, entrepreneurs who justify to themselves starting up a business venture are likely to have a strong and persistent belief that the venture is going to be successful. They may tend to ignore or reject new information that could imply that crucial decisions they have made are mistaken, because the cognition that a particular decision might be in error conflicts with their image

© 1996 David A. Harper
of themselves as smart, inquiring people. Such entrepreneurial cognitive dissonance has been explored by Comegys (1976). He contends that when entrepreneurs quit a job and invest a substantial proportion of their own wealth in a venture, they can become ‘supercommitted’ to the belief that their venture will succeed. (In this respect, of course, entrepreneurs are not only pure entrepreneurs but are simultaneously capitalists who lend capital to themselves.) Commitment of this kind causes entrepreneurs to lose objectivity and to subconsciously select sources of information which are likely to reinforce already established beliefs and past decisions.23

In this connection, one is reminded of Lakatos’s description of the methodological decisions taken by conservative conventionalists:

> After a considerable period of initial empirical success scientists may decide not to allow the theory to be refuted. Once they have taken this decision, they solve (or dissolve) the apparent anomalies by auxiliary hypotheses or other ‘conventionalist [i.e. immunising] stratagems’. This *conservative conventionalism* has, however, the disadvantage of making us unable to get out of our self-imposed prisons, once the first period of trial-and-error is over and the great decision taken. (Lakatos 1970:105; original emphasis)

For both conservative conventionalists and dissonance reducers, the power of empirical evidence to overthrow ideas diminishes once they have made up their minds to commit themselves to particular ways of thinking.24

Cognitive dissonance theory is also compatible with Shackle’s radical subjectivist approach to economics. Like cognitive dissonance theory, Shackle’s approach implies that people’s beliefs depend upon their individual preferences. Economic agents (and economists!) thus choose the beliefs that appeal to them: ‘Theories by their nature and purpose, their role of administering to “a good state of mind”, are things to be held and cherished’ (Shackle 1967:289). Furthermore, they may choose to ignore evidence which threatens their state of mind: ‘I decide by choosing that imaginative vision which I prefer. To give me “more information” might spoil it’ (Shackle 1965:308).

Another psychological counterpart to immunising stratagems is Kuhn’s account of the tenacious commitment of scientists to established paradigms or disciplinary matrices. According to Kuhn, anomalies are often identified as normal at first; they are immediately fitted into
the conceptual framework prepared by prior experience. Only after further exposure does the observational and conceptual recognition of anomalies emerge (Kuhn 1970c: 62–63). Furthermore, some decision-makers may never be able to make the necessary adjustments to their paradigm categories: ‘novelty emerges only with difficulty, manifested by resistance, against a background provided by expectation’ (Kuhn 1970c: 64). The propensity to engage in defensive strategies is likely to be greater for Kuhnian decision-makers than for Popperian ones because the former must be committed to the truth of their theories before they will use them as a basis for action, whereas Popperians realise they are proposing only tentative conjectures which can be refuted at any time.25 Expressed in Bayesian terms, Kuhnian entrepreneurs are so confident about their theories that they attach an extremely high prior probability (say, 0.9995) to the proposition that a particular profit opportunity exists. Consequently, they may be prepared to introduce whatever ad hoc auxiliary hypotheses (IS1) are required to protect their theories against refutation.

The result, Kuhn claims, of the commitment to the prevailing world view is that the persons who first adopt a new paradigm are mainly newcomers into the field: revolutions are predominantly brought about by either young scientists or by scientists who have changed fields (1970c: 66–76). This pattern applies not only to the history of science, however. New technological paradigms and large-scale innovations too tend to come from outside the industry – a point which has not gone unnoticed in economic theories of entrepreneurship.26 In his pure model, for example, Schumpeter (1934) emphasised that new products and new processes are usually pioneered by entrepreneurs who establish new firms: ‘new combinations are, as a rule, embodied as it were, in new firms which generally do not arise out of the old ones, but start producing beside them’ (1934:66).27 In so doing, entrepreneurs bypass the limited capacity of established organisations to change: ‘It is to avoid the commitment of existing organisations to established patterns of behaviour that Schumpeter’s (1934:80) entrepreneurs create new organisations, and it is their subversions of these well-corroborated frameworks that destroys them’ (Loasby 1986b: 56). In a classic empirical study of the sources of innovation, Jewkes, Sawers and Stillerman (1959) found that in some cases major discoveries came from newly established firms and in other cases from firms in other industries. Path-breaking advances seldom, if ever, came from dominant firms in the industry. Similarly, Hamberg (1963) reported
that large industrial research laboratories are minor sources of radically new, commercially significant, inventions (see too Klein 1977:17, 143–144).

Sharing many points of connection with Kuhn’s approach, Kelly’s (1955, 1963) theory of personal constructs also predicts that individuals tend to avoid making adjustments to their core constructs when they encounter anomalies and inconsistencies.28 According to Kelly’s theory, constructs are organised into hierarchical systems: superordinate constructs determine subordinate constructs (1963:12, 78). Individuals may be unwilling or unable to adjust their construct systems in the light of new experience because so much is at stake:

In general man seeks to improve his constructs. . . . In seeking improvement, he is repeatedly halted by the damage to the system that apparently will result from the alteration of a subordinate construct. Frequently his personal investment in the larger system, or his personal dependence upon it, is so great that he will forgo the adoption of a more precise construct in the substructure.

(Kelly 1963:9)

Such a superordinate construct is, to use Kelly’s terminology, relatively impermeable: it has a limited capacity to accommodate new events or new variations in subordinate constructs (1963:79–81).29 Adjusting to new circumstances may also entail disrupting the compatibility and interrelationships between local subordinate constructs, thereby intensifying the difficulties of, and resistance to, any revision. In interpersonal relationships, a challenge to an individual’s world view can be met by hostile reactions of various intensity. Defined in terms reminiscent of immunising stratagems, hostility involves ‘the continued effort to extort validational evidence in favour of a type of social prediction which has already proved itself a failure’ (Kelly 1955:510). This perspective is particularly relevant in the context of resistance to change in large organisations.

The need for self-justification is another psychological factor which can lead economic agents to try to immunise a difficult undertaking. The termination of a venture may be perceived as personal failure. In order to protect their self-esteem or self-image, economic agents may commit further resources to a venture to make it a success. The decision to proceed is converted into a commitment to succeed at all costs.

An individual’s need for external justification also plays a role.
Economic actors may be induced into continuing their ventures because they do not wish to expose their mistakes to others. Economic decisions are made in a social setting, that is, in the presence of several social groups. If entrepreneurs publicly declare their commitment to their ventures, they have an incentive for remaining committed to that course of action, in spite of burgeoning expected losses and doubts about its feasibility, so as to justify their past behaviour and to preserve their credibility as a decision-maker to others (Earl 1983a; 1983b: 171–174).

The impact of a decision-maker’s need for self-justification and external justification has been illustrated by Wolf (1970, 1973). Wolf (1970) develops a formal model which indicates how prior actions can influence current choices. The model assumes that an economic agent’s utility function includes an argument representing the present value of some set of prior events. Applied to entrepreneurship, the approach underlying the model suggests that entrepreneurs’ investment in the past is of great concern to them in the present. Their needs for self-justification and external justification are often intimately bound up with investment in past time, so that present choices are affected by whether and how a current decision makes their investment in past time appear sound or imprudent. Thus, entrepreneurs might persist in the development of a venture as a result of, rather than in spite of, sunk costs. If sunk costs need to be justified to themselves and to others, entrepreneurs can be expected to behave as if prior actions have a present value (cf. Earl 1983a: 185–186; 1983b: 175).

This discussion of entrepreneurial choice in a social setting brings us naturally to the consideration of organisational factors which are likely to promote Procrustean methods for dealing with unexpected changes in the environment.

6.3.4 Intraorganisational factors conducive to immunising stratagems

From a comparative institutional standpoint, internal markets can be expected to be more conducive than external markets to immunising stratagems. The immunisation of losing corporate ventures is particularly common within large corporations: ‘If the . . . administrative system has committed itself in advance to the correctness and efficacy of its reforms, it cannot tolerate learning of failure’ (Campbell 1969:410).
The incentives to pursue immunising stratagems are legion in large organisations. Traditional systems for performance evaluation and control create pressures for protecting the commitment of funds to failing ventures (Block 1982, 1989; MacMillan et al. 1986). In particular, conventional accounting systems have been identified as partly responsible for organisations not devoting sufficient resources to tracking and interpreting unexpected problems and events (Starbuck et al. 1980:116–117). Accounting reports focus upon formalised, numerical measures of readily ‘observable’ phenomena, whereas anomalies may involve poorly ‘observed’ variables which are communicated spontaneously, orally and informally. Established policies (e.g. regarding transfer pricing, internal cross-subsidisation, corporate layoffs), rigid procedures (e.g. seniority and hiring procedures), the structure of social relations within the firm (especially norms of reciprocity), internal politics, organisational routines and an entrenched corporate culture, all intensify the incentives to safeguard theories again refutation, and all promote administrative inertia.

Furthermore, the traditional methodology of planning within large corporations is a convention-making activity which is conducive to immunising stratagems. For example, the failure of a new corporate venture to conform to plan, especially its quantitative projections, may result in an intense spending drive to obtain unachievable planned results, compounding the magnitude of financial losses (MacMillan et al. 1986:178). Thus, one immunising stratagem that is likely to be employed in corporate venturing – especially between the fourth and sixth years – is to sink money into a venture in the light of evidence (typically declining returns on investment and on sales) that the rate of its growth is slowing down, which commonly occurs after the fourth year (Weiss 1981:42–43, 49). The venture is rescued from eliminative criticism by the dogmatic introduction of an ad hoc auxiliary hypothesis (IS1). Without any contemplation of potential weaknesses in the venture itself, it is hypothesised that the corporate venture is showing poor financial performance because of insufficient resources.

Drucker (1973:52) considers that most organisations are better at starting up ventures than they are at ending them and contends that although ‘[n]o institution likes to abandon anything’, budget-based (or means-oriented) institutions are more susceptible to immunising failing or outmoded ventures than are revenue-based (or ends-oriented) institutions, because the market will eliminate
support for unsuccessful ventures of revenue-based firms. The traditional methodology of corporate planning promotes the mean-orientation of the bureaucratic enterprise. Because corporate ventures enjoy greater budget-based support than do ventures backed by independent venture capitalists, they are also more likely to be rescued by immunising stratagems.

6.3.5 Examples of immunisation in operation

It is easiest to give an idea of what falsificationist methodology is by showing what it is not. To this end, in this section I provide three stylised case studies of firms which have explained away refutations by immunising stratagems, the total negation of falsificationist methodological rules. The three firms are Tandberg, Ford and General Dynamics.

Starbuck et al. (1980:117–118) provide an interesting case study of Tandberg, which was at the time a Norwegian manufacturer of consumer electronics products (televisions, radios etc.). At the first sign of an apparent refutation, top managers invented the ad hoc explanatory theory that rising labour costs were to blame for the company’s poor financial performance (profits were half that of the previous year). They also put forward the hypothesis that this problem would be redressed by new automated production facilities (including two new factories) which were still under construction.

Contrary to expectation, financial performance in the following year did not improve. The growth in sales was far below planned levels, costs continued to rise rapidly, and accounting losses were incurred. Public statements made by top management explained away the deceleration of sales growth as the result of economic recession in foreign markets. This was an ad hoc auxiliary hypothesis, given that Tandberg’s domestic and foreign sales were behaving identically (Starbuck et al. 1980:118). It is the result of decision-makers pursuing immunising stratagems of the IS1 type (see Section 6.3.2). Inadequate budget control and long-range planning, and the need for yet more new equipment to substitute for labour were also cited as causal factors. Management predicted that performance would improve in the next year as a result of planning, budgeting and rationalisation measures.

However, Tandberg’s financial performance in the ensuing year in fact worsened drastically. The rate of sales growth declined still further, and there was a large loss. Top management responded
artfully with a plethora of stopgap ancillary hypotheses as a result of its dogmatic commitment to its world view and its ongoing investment programme. In particular, the large loss was attributed to increased competition, devaluation of sterling, high research costs, high labour costs, and last but not least, delays in bringing the new automatic equipment into operation. They also resorted to the second of the immunising stratagems described above (IS2) when they insisted that ‘The figures for [this year and last year] cannot be compared to the preceding years because of changes in accounting procedures’ (Starbuck et al. 1980:118). Losses in the following year were so dramatic that a loan from the Norwegian government was obtained in order to stave off the company’s imminent collapse.

Henry Ford’s Model T is a classic example of how a brilliant theory – which continually resists falsification over many years – can grow stale and become ossified into an immutable system of conventions which is no longer capable of being refuted because the entrepreneur has stopped applying critical methods to it (cf. Popper 1963:240). This case history also serves to remind us that even theories which have been spectacularly corroborated are still at best only tentative, being liable at any time to be supplanted in a dramatic way by better theories, that is, better solutions to new and existing problems.

On the basis of his insights into the car market, Henry Ford predicted that he could make a profit if he could bring the motor car within the price range of the average American. Ford and his employees created a production system that was designed to solve this market problem. The idea was a car manufactured by an innovative mass-production process involving moving assembly lines (so that the work moved to the workers). Ford is sometimes criticised for having held a production-oriented theory which focused totally on cost reduction, to the exclusion of significant marketing dimensions (Earl 1984:48). However, according to Ford’s way of thinking, mass production was the byproduct of his market orientation. In other words, mass production techniques were not the cause of his low prices, but the result:

Our policy is to reduce the price, extend the operations, and improve the article. You will notice that the reduction of price comes first. We have never considered any costs as fixed. Therefore, we first reduce the price to the point where we believe more sales will result. Then we go ahead and try to make the
prices. We do not bother about the costs. The new price forces the costs down.

(Ford 1923:146–147)

Ford’s theory was corroborated by the market for many years and brought rich rewards. Klein (1977:98–99) reports one estimate which claimed that from 1908 to 1920 the Ford Company’s profits on net worth never fell below 20 per cent per annum and that they sometimes reached as high as 300 per cent per year. Furthermore, the Ford Motor Company sold half the new cars manufactured in the United States up to 1926. It had more than twice the production level of its immediate competitor, General Motors (Hartley 1986:190). The very success of the Model T resulted in a dogmatic refusal by Ford to give customers anything other than a basic, black car. Seventeen years after its initial introduction in 1909, the Model T was still only available in its original colour; neither model changes nor substantial improvements had been made to the car. The only thing to change had been its selling price which had been reduced dramatically over the years (Hartley 1986:190).

However, by the middle of the 1920s, the problem situations of American consumers had become more differentiated. General Motors introduced the Chevrolet which featured colour, comfort, styling, safety, modernity, and more importantly, an ostentatious appearance (Hartley 1986:190). This innovation was a progressive programme which enjoyed immediate empirical corroboration by the market.

In the face of a competitive onslaught and burgeoning counter-evidence (namely a sales crisis), Ford employed *ad hoc* immunising stratagems to try to safeguard his theory against refutation. For example, Ford advertised the car for the first time in 1926 (Selznick 1957:109–110). Makeshift and minor product modifications were also introduced in desperation: the Model T was painted in appealing colours, the bumpers were curved, the body was extended and lowered, and the windscreen was sloped at an angle (Hartley 1986:189–190). However, sales continued to decline in spite of these last ditch attempts to rescue the idea. Ford was forced to accept somewhat belatedly that his theory of the car market had been falsified, and in 1927 the company completely discontinued production for almost a year while a new car, the Model A, was being developed.

Another classic example is General Dynamics’s project to develop
the Convair 880/990 jet airliner. Here too managers adopted \textit{ad hoc} measures to immunise their venture against refutation – with conspicuously unsuccessful results.\textsuperscript{34} The corporation had based the development of the Convair 880 and 990 on false assumptions about the problem situations faced by their customers. Management had assumed that airlines would be prepared to trade off payload for extra speed in order to have the fastest passenger airliner at that time in the world (Hanan 1976:174). Accordingly, the 880 was built with a slim body which contained less seating per row over the entire length of the cabin. This meant an 18 per cent reduction in the plane’s earning capacity. The Convair venture resulted in General Dynamics writing off $US425m as losses on the project during 1960–1962 (Earl 1984:95).

Earl’s analysis highlights several features which are particularly relevant in the context of immunising stratagems. In particular, what is most extraordinary is the extent and frequency of the \textit{ad hoc} post-experimental adjustments that the Convair managers made to their conjectures on market size, break even and minimum acceptable order levels in order to preserve their theories in the face of mounting anomalies (namely, poor orders and rising costs of design and production). The originally projected break-even level of sales was sixty-eight aircraft, and it was intended that the project would proceed only if orders were at 60 per cent of this level. Two years’ later the break-even figure had risen to seventy-four planes (because of rising costs), but the minimum acceptable level of orders was reduced to 50 per cent of the new break-even level, in order to accommodate the fact that forty solid orders had been obtained (and even then most of these had only been achieved on terms which restricted future sales) (Earl 1984:96). Dogmatic commitment to the project was such that it still received approval on this fudged basis.

These cases should suffice to illustrate the kinds of behaviour that falsificationist entrepreneurs try to guard against. It is now necessary to examine in more detail how falsificationist entrepreneurs go about testing their conjectures, a task which I take up in the next chapter. Among other things, I provide an account of the methodological rules which falsificationist entrepreneurs apply for tentatively accepting and rejecting their hypotheses.
NOTES

1 In the light of sophisticated falsificationism, this statement may appear somewhat oversimplified. See section 6.2.4 for a discussion of the qualifications which need to be made.

2 This passage is intended for those readers who are accustomed to thinking along inductivist lines. It must be remembered that induction remains the conception of learning held by many people (including some philosophers), even though it has been argued convincingly that it is impossible to draw inductive inferences from past experience to the prediction of future events. See section 2.1.1.

3 The identification of problems as the focus of entrepreneurial activity is consistent with psychological profiles of successful entrepreneurs. These profiles point out that problem-solving is an important aspect of entrepreneurship. For example, Welsh and White (1977; 1978; 1981:508–511) attribute three characteristics (superior conceptual ability, perspective of a generalist, realism) to entrepreneurs which they claim are associated with problem-solving. Similarly, Timmons, Smollen and Dingee (1977) list four traits which can contribute to entrepreneurial success in problem-solving (goal setting, use of feedback, use of resources and dealing with failure).

4 Customer problems can be defined by differences: the difference between the customer’s situation prior to purchase and some desired situation (cf. Pounds 1969:5). Of course, entrepreneurs are not only responsive to customer problems. The arbitrage-type entrepreneur, for example, is alert to market problems arising from the failure of the attainments of buyers and/or sellers to match their respective expectations.

5 Quinn (1985) and Ansoff (1984: part 6) attempt to develop models of the management of innovation and of strategic change, respectively, which reflect the parallel rather than the sequential nature of the growth-of-knowledge process during innovation and strategic activity.

6 This argument implicitly assumes that the development of one tentative solution has greater positive net benefits than developing no solutions at all.

7 For example, in line with sophisticated falsificationism, Chalmers (1982:54–55) argues more specifically that important contributions to the growth of scientific knowledge include both (i) the corroboration of bold and highly falsifiable conjectures and (ii) the falsification of cautious conjectures. The former case indicates the discovery of something previously unimagined or considered improbable (or even impossible) in the light of previous knowledge, whereas the latter shows the falsity of what had been taken as unproblematically true.

8 Chalmer’s usage of the term ‘confirmed’ is not to be confused with justificationist confirmation which claims that a theory or prediction has been proven true (see section 2.1).

9 Falsifiability is a purely logico-epistemological property of a theory. From the point of view of the sophisticated falsificationist, the logical concept of falsifiability does not imply that a theory which is falsifiable in principle can ever be definitively falsified: such conclusive practical empirical proof
of falsity is always impossible (Popper 1983a: xxii–xxiii). See section 2.2.4.

10 The so-called ‘law of contradiction’ in traditional logic asserts that two contradictory statements \( p \) and \( \sim p \) (i.e. not \( p \)) cannot be true together: \( \sim p \) is true if, and only if, \( p \) is false, and vice versa (Popper 1963:316). In a formal sense, ‘two propositions are inconsistent if . . . there is no interpretation of their descriptive terms in which [their] conjunction is true’ (Lakatos 1970:143; parenthesis added).

11 Radnitzky (1976:525–540) provides a diagrammatic exposition of Popper’s model of the growth of scientific knowledge which highlights its cybernetic properties.

12 Interestingly, it is also a central point in Kelly’s analysis of ‘the person as a scientist’ that how much people discover depends upon ‘how brittle they dare to make their hypotheses’ (Earl 1990a: 733; emphasis added). This corresponds to Popper’s methodological recommendation that scientists should formulate their theories in as clear-cut (i.e. as falsifiable) a way as they can.

13 The present formulation of this basic rule may seem too naive for adherent’s of Lakatos’s variant of sophisticated falsificationism (Lakatos 1970:96, 118–122, 181; 1971a, 111–114). A quick re-read of section 6.2.4 may serve to placate Lakatosians somewhat. Lakatos (1970:181) claims that Popper is still largely a naive falsificationist because of his (naive) rules for eliminating theories (particularly, the basic rule just described in the text). However, Lakatos is here mistaking Popper’s pronouncements at the level of logic for Popper’s methodological recommendations. At the level of logic, Popper is a naive falsificationist, but at the level of methodology, he is a sophisticated falsificationist (Magee 1973:23–24). This is demonstrated quite clearly by the following remarks:

> Although one accepted observational proposition may refute a theory (this is just a logical fact), we should not, as a rule, regard a good theory as refuted [i.e. rejected] merely because it appears to be in conflict with a few observations which (we may even know) can be explained in other ways.

(Popper 1974:1035)

14 Even then, the entrepreneur may have difficulty in deciding whether or not the venture has failed or succeeded, especially if the venture is complex and involves a long period of gestation. See section 8.2 for a discussion of the difficulties in determining whether a conjecture has been effectively refuted.

15 For an example of how fuzzy design specifications can lead to a final product with lacklustre attributes, see Turner’s (1971) and Earl’s (1984:64–65) discussion of British Leyland’s Marina.

16 Metaphysical statements in Popper’s methodology are non-testable because of their logical structure (e.g. isolated purely existential assertions and all–some statements).

17 Ackermann adds a qualification to these falsificationist methodological rules:
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One cannot satisfactorily always forbid a change of mind as a result of experiment. Data may be so unexpected as to not have been foreseen clearly, or the data may cluster around the decision surface provided by the methodological rules. In such cases a postexperimental readjustment may be rational. ... In spite of these possible objections, therefore, Popper’s rule seems a good rule of thumb if not a true methodological generalization.

(Ackermann 1976:20)

18 Cf. Popper (1959:80–84) and Lakatos (1963/64:15–25, 120–130; 1970:117; 1971a: 125). This list of immunising stratagems does not claim to be complete. Although for simplicity the following discussion may tend to imply that an immunising entrepreneur uses one method consistently, it should be noted that this type of entrepreneur may use one immunising tactic against some counter-examples but another tactic against others.


It is important to recognise that monster-barring (IS6) is not a concept-narrowing defence of a theory. It leaves the original concept unchanged. It only narrows unintendedly wide definitions of intended concepts (Lakatos 1963–1964:316).

20 For more complete reviews of psychological and sociopsychological foundations of immunising stratagems, see Brockner and Rubin (1985) and Staw and Ross (1987a, 1987b). For literature on psychological experiments investigating the escalation of resource commitment to losing ventures (e.g. as a result of the need for self-justification), see Bazerman, Beekun and Schoorman (1982), Staw (1976) and Tegar (1980).

21 The theory of cognitive dissonance was first proposed by Festinger (1957) in an attempt to explain the dynamic cognitive processes within individuals after they have made decisions. It is one of three major formulations of the so-called cognitive consistency theories, the other two being Heider’s (1958) structural balance theory and Osgood and Tannenbaum’s (1955) congruity principle. For a review and critical evaluation of cognitive dissonance theory, see Aronson (1968, 1979). For a brief discussion of the relevance of cognitive dissonance theory to economics, see Earl (1990a: 735–736) and van Raaij (1985:8–10).

22 Festinger’s definition of a non-fitting or dissonant relation among two cognitions is perfectly reconcilable with the definition of internal in consistency in an entrepreneurial theory given in section 6.3.1: ‘These two elements (cognition) are in a dissonant relation if, considering these two alone, the obverse (opposite) of one element would follow from the other. To state it a bit more formally, x and y are dissonant if not-x follows from y’ (Festinger 1957:13; emphasis added). However, according
to Festinger, logical inconsistency is one of only several situations giving rise to dissonance.

23 Similarly, Brockhaus (1980) considers that cognitive dissonance may possibly have affected the results of his study on the effect of previous job dissatisfaction on the entrepreneur’s decision to start a business. In contrast to the general population, entrepreneurs were found to be significantly less satisfied with all aspects of their previous job except pay. However, Brockhaus (1980:43) suggests that entrepreneurs may not have been as dissatisfied at the time they decided to leave their previous organisation as the data indicate: ‘If they continued to view the prior place of employment as satisfactory, it would be more difficult for them to believe that they had made the correct decision [to quit their previous job and to start a business venture]’. In this context, insights can be drawn from Akerlof and Dickens’s (1982) attempt to represent cognitive dissonance theory in a formal economic model. In economic terms, entrepreneurs who consider that their previous job was more unsatisfactory than it really was do not have to pay the cost of the belief that they made an incorrect decision to quit their previous job. They also enjoy the benefit of being more satisfied with their present position.

24 See too Earl’s (1992) characterisation of the economic consequences of dissonance reduction strategies that may be employed by both scientists and ordinary decision-makers.

25 ‘According to [Polanyi and Kuhn], most if not all scientific research needs not only to be guided by an awareness of a prior theory, but must, if it is to be “adequately motivated”, be based upon a semi-religious irrational commitment to that theory’ (Musgrave 1974b: 583; original emphasis). See, for example, Kuhn (1970c: 18, 25, 163) and Popper (1983a: xxxii).

26 On a somewhat smaller scale, consider too Shapero’s (1975) discussion of displaced entrepreneurs, who launch new businesses because they have been dislodged from a familiar situation (e.g. political refugees, persons who have been fired or made redundant, people who lose a promotion to an outsider, etc.).

27 In his later work, Schumpeter relaxed the requirement that only someone who sets up a new firm to produce a new product (or an existing product by a new process) is to be called an entrepreneur. He accepted that entrepreneurs could also choose to operate in existing corporations so as to exploit the existing corporate infrastructure (Schumpeter 1947:151). On Schumpeter, see too Loasby (1982b: 240–242; 1984a: 79–82).

28 For a short summary of Kelly’s theory, see Earl (1983b: ch. 5). For extensive reviews, see Adams-Webber (1979), Bannister and Fransella (1980) and Bannister and Mair (1968). For a review from the perspective of economic psychology, see Earl (1990a: 732–735; 1992). The latter provides an illuminating discussion of the theoretical compatibility of cognitive dissonance theory and personal construct psychology in economic applications.

29 Entrepreneurs who are extreme internals (according to Rotter’s instrument for measuring locus-of-control) may well possess impermeable thought-systems and schemes of action. They may defensively disregard
recalcitrant evidence of forces beyond their control in order to preserve their radical internal locus-of-control beliefs, and they may also black out experience of failure. For these reasons, they can be expected to continue to make the same mistakes as a result of constantly overestimating their ability to control their environment (Gasse 1982:60). A major adjustment to their thought system may pose too great a threat to their self-image.

30 Incidentally, this sunk cost effect is also recognised in Thaler’s (1980) theory of (consumer) choice.

31 That is, phenomena which can be observed with the relevant, generally accepted, measurement techniques that are available at the time. In fact, Popper (1959:103) prudently declines the opportunity to define the terms ‘observable’ or observable event’, although he does his best to rid these concepts of any psychologistic connotations.


33 The concept of moving production lines was not in fact solely Ford’s brainchild. ‘It is clear that the impression given in Ford’s My Life and Work that the key ideas of mass production percolated from the top of the factory downward is erroneous; rather, seminal ideas moved from the bottom upwards’ (Nevins and Hill 1954:474). In fact, they credit Clarence Avery, a recent university graduate, as having played the largest single role in introducing the new production technique into Ford.

34 The ad hoc stratagems that the managers at General Dynamics employed to safeguard their jet air transport programme are described by Earl (1984:95–97) and discussed in more detail by Austin Smith (1966).
As mentioned in the previous chapter, to give a critical test maximum learning value, entrepreneurs must avoid dogmatism and immunising strategies by specifying in advance the significant events that would falsify their theories. In particular, entrepreneurs must identify the conjectures which are crucial to their own ventures success (these are often articulated in a business plan – see section 7.4) and then they must ask if each conjecture will be tested. Falsificationist entrepreneurs test their conjectures by testing the predictions deduced from them. They adjust and reformulate their conjectures by examining the deductive consequences of their conjectures in the light of actual events. If they decide that their predictions are false (i.e. that they clash with reality), then by means of deductive logic (especially modus tollens) entrepreneurs come to recognise that there must be at least one false premise in their stock of knowledge (see section 4.2).

In this chapter I identify the main types of critical tests to which falsificationist entrepreneurs expose their ideas, and I examine the nature of the testing environments in which they can conduct these tests (sections 7.1–7.3). Falsificationist entrepreneurs set about subjecting their theories to severe tests, which may be defined generally as tests which, according to their a priori expectations, might easily have falsified their theories.¹ I explain the outcomes of testing (refutation and corroborations) and their implications, the speed with which entrepreneurs respond to those outcomes and the economic costs of testing (sections 7.5–7.8). This sequence of conjecture and exposure to refutation is extended to result in an evolutionary conception of the entrepreneur’s learning process (section 7.9).
7.1 TESTING ENVIRONMENTS

At various stages, entrepreneurs have a number of ‘testing environments’ in which to conduct particular critical tests of their conjectures. At least eight testing environments can be identified, and these are illustrated in Table 7.1. These testing environments refer to various types of product and factor markets, which involve different participants and different screening criteria.

By ‘internal market’, I mean a hierarchical governance structure or firm. For example, an internal capital market involves redeploying surplus capital from one unit of an enterprise into another business activity within the firm.

Depending upon their particular circumstances, entrepreneurs can often exercise some freedom in choosing among alternative environments. The individual entrepreneur’s choice of testing environment at any one time has an effect on the evolutionary course of the growth of his or her knowledge, and it influences the relation between the entrepreneur’s venture and its ecological niche. This is so because in the choice of target market and testing environment, the entrepreneur partly chooses the set of selection pressures which will act upon the venture and its development (cf. Popper 1972:149; 1976c: 180; Röpke 1977:69). For example, if Alistair Pilkington, who championed float glass, had limited his attempts for funding this project to external venture capital markets, the venture is likely to have been weeded out because of the degree of uncertainty involved and the level of resources required (more on this project shortly). It should also be noted that organisational slack and buffering may allow a firm to loosen its connections to its environment and to reduce its selection pressures by choosing less ‘severe’ testing environments (e.g. internal privately-held capital markets instead of external capital.

<table>
<thead>
<tr>
<th>Table 7.1 Testing environments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>External market</strong></td>
</tr>
<tr>
<td><strong>Product market</strong></td>
</tr>
<tr>
<td><strong>Factor market</strong></td>
</tr>
</tbody>
</table>
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markets) and by attempting to manipulate environmental characteristics (Cyert and March 1963; Starbuck et al. 1980:115; Thompson 1967).

Each testing environment implies different selection pressures for the entrepreneurial ideas which are tested within it. Some rather tentative generalisations can be put forward. Other things being equal:

- testing in product markets is more ‘severe’ than testing in factor markets;

- testing in external markets is more objective and ‘severe’ than testing in most internal markets (subject to the qualification that testing in the internal capital markets of multidivisional, conglomerate firms can be more ‘severe’ than testing in atomistic, widely-dispersed external capital markets);

- testing in formal markets is more objective and ‘severe’ than testing in informal markets;

- testing in multidivisional (M-form) internal markets is more objective and ‘severe’ than testing in large functionally-organised (U-form) structures.

An entrepreneurial conjecture which is tested in a product market is appraised by distributors and potential consumers. In contrast, an entrepreneurial conjecture which is tested in a factor market is examined by resource suppliers who hold private property rights over inputs, such as raw materials, tools and equipment, physical space, technical information, venture capital, and labour and managerial services. In deciding whether or not to commit funds to a new venture, capitalists usually have at least some conjectures of their own regarding the likely market acceptance of the new idea, conjectures which may well be false. Thus, tests involving capitalists are once-removed from the end-users, i.e. the consumers. Critical appraisal by targeted consumers is more ‘severe’ and direct because individual consumers are more likely to be the best judge of their own preferences and the best to assess whether an entrepreneur’s new idea solves their most urgent problems, given their income and wealth constraints. Furthermore, a resource-owner, such as a capitalist, may reject an entrepreneurial theory for reasons unrelated to the extent to which it fails to satisfy consumers’ needs – for example, because its investment policy precludes it investing in particular markets or industries or because the new idea conflicts with existing investments in its portfolio.

© 1996 David A. Harper
For these reasons, falsificationist entrepreneurs open up the boundaries of the firm in order to include target consumers in the problem-solving process during new product development. They aim to subject their ideas to ‘severe’ testing by consumers as early as possible. This is in line with the recommendations of Barnard (1968) who long ago recognised that customers should be regarded as part of the social organisation of the firm. More recently, the schematic model of the new product development process advanced by Maidique and Zirger (1984:202; 1985) also emphasises a firm’s degree of connectedness to its customers. Open, frequent, and in-depth interaction with customers is required throughout all phases of the new product development process in order to test hypotheses regarding consumers’ most pressing unsolved problems. An important method by which entrepreneurs can solicit customer reactions is beta testing (or product-use testing). Beta testing involves a sample of potential consumers evaluating a prototype or product in a typical field situation (such as in a factory or home). The objective of such testing is to screen out lacklustre products at an early stage in the development process. Focus groups, consumer interviews and consumer surveys are other means by which potential users can be encouraged to articulate their needs, even when the product idea lacks physical form (Sommers 1982:54). Section 7.3 discusses in more detail the methods by which entrepreneurs can involve customers in the testing of conjectures.

The falsificationist entrepreneur’s approach is to be contrasted with the pattern of new product development that was typical in previous decades (Sommers 1982:54–55). In the early 1970s, the development process for new consumer products usually involved six stages: exploration of new product concepts, screening, business analysis, development into prototypes, testing and commercialisation. New product concepts were formulated, screened, analysed for their profit potential and redefined – all in isolation from consumers or parties external to the firm. Only once a prototype had passed the development stage was it tested on a trial basis by consumers in the market place – that is, just prior to commercialisation. Thus, according to this sequence of tests, entrepreneurial theories were primarily evaluated within a hierarchy during the new product development process.

It is claimed that criticism within a hierarchy does not kill projects as fast as that within independent venture capital markets. However, within the context of new high-tech ventures,
a smaller elasticity of response to prima-facie refutations is not necessarily an impediment to the progress of knowledge. The ‘incubating’ advantages of internal capital markets for radical innovations must be recognised. Indeed, it may be that some potentially path-breaking new ideas can only be realised within existing firms on the basis of ‘internally generated funds, over whose allocation the external capital market has little control’ (Earl 1984:169).

The development of the float-glass process at Pilkington Brothers, the British glass manufacturer, is a classic example of how a highly successful innovation can emerge from a protracted period of gestation within the boundaries of a hierarchy. The float-glass process involved a radically novel technology for manufacturing plate glass. The company was privately owned and was thus not exposed to outside capital market pressures arising from short-term share-price movements. The company was prepared to absorb a significant drain of internal funds month after month in order to meet the development needs of the scheme. (Indeed, the venture received top-level support: the chairman of the board assumed the role of sponsor by channelling resources to the programme.) The company experienced negative cash flows for eleven years in its introduction of float glass (Quinn 1979:25). The external venture capital market (and indeed, the strict M-form conglomerate too) would most probably not have tolerated the magnitude of losses for the length of time involved in pioneering the new process. The venture might have been eliminated prematurely before it had been given an opportunity to prove its mettle. In the event, the programme was a resounding success: the company later reaped $US250m in royalties from its competitors and controlled access to important world markets (Maidique 1980:68–69; Quinn 1979:24).

As an aside, it is important to note that although the venture was given breathing space to survive, the development of the float-glass process still involved piecemeal, critical methods: the fundamentals of the process were tested and corroborated in the laboratory, and a pilot plant was constructed to test the process (Maidique 1980:68). Consequently, the project was continued as a result of a critical, rather than a dogmatic, defence of its potential.
7.2 THE RELATIONSHIP BETWEEN TESTING ENVIRONMENTS

Factor markets and product markets are vertically related to each other. A vertical relationship exists between two testing environments when the screeners (e.g. venture capitalists) in one market supply resources or goods to entrepreneurs, who in turn sell them (either alone or in combination with other inputs) to screeners (e.g. consumers) in a downstream market. Testing in one environment is thus linked to that in the other environment (see Figure 7.1). Entrepreneurial theories are simultaneously appraised by those the entrepreneur intends to buy from and by those the entrepreneur intends to sell to.

The appraisal of an entrepreneur’s theory is not only conditioned by the new ideas presented by competing entrepreneurs actually or potentially selling within the same product market, but also in part by the competing theories offered in horizontally related product markets. For example, the market for new telecommunications products is related horizontally to the product market for computer peripherals, because the entrepreneurs in either of these markets will be bidding against one another in the same resource market – that for venture capital. Hence, both product market-testing environments are horizontally related.

7.3 TYPES OF CRITICAL TESTS

At least ten types of critical tests of theories may be undertaken by falsificationist entrepreneurs at various stages of a new business venture:

- concept test;
- prototype test;
- start-up financing test;
- initial plant test;
- small-scale testing in the product market (i.e. test marketing);
- production start-up test;
- larger-scale testing in the external product market (including appraisal by distributors and large industrial customers);
- competitive reaction test;
- first redesign test;
- first price-change test.

At each stage, entrepreneurs expose their theories to the possibility of refutation and determine whether, how and when to proceed to
the next critical test. The decision on whether to move to each new critical test is based on the knowledge learned from the test conducted in the previous stage. Entrepreneurs use the results of their tests to make go, no-go or redirection decisions.

The characteristics of each of these critical tests are given in Table 7.2. The table outlines briefly the testing environment involved in each test (which has implications for the types of economic agents involved in appraising a theory and the criteria that they apply). The
particular theory and specific conjectures tested are also identified. It must be remembered that the testing of entrepreneurial theories is in itself a creative process. There is much scope for entrepreneurs to apply their imaginations to the development of new methods for eliminating errors (i.e. new types of critical tests). The entrepreneur requires conceptual and practical ingenuity to produce severe tests and to formulate experiments which exclude potential interfering factors as much as possible. The following sections elaborate on some of the more important methods for testing new entrepreneurial ideas prior to commercialisation.

Before I proceed, it is important to emphasise that the tests described here generally fall into what von Hippel (1978, 1982a, 1982b) calls the ‘manufacturer-active paradigm’ for consumer products. This paradigm, it is argued, is not universally applicable because the buyers of consumer and industrial products are quite different, and the appropriate methods of market testing thus differ markedly. In particular, von Hippel claims that consumer-need research and product-idea generation methods are not extensively applied to industrial buying situations. Rather the ‘customer-active paradigm’ is more appropriate for the industrial-product sector (see too section 9.2.1).

### 7.3.1 Concept testing

Concept testing occurs at an early stage in the process of new product development or in the planning of a new venture. Concept testing involves presenting objective surrogates of the entrepreneur’s trial solution concept (i.e. a depiction of the product in symbolic, pictorial, oral, written or physical form) to a group of target consumers and then obtaining their reactions. Potential customers are requested to evaluate the objective surrogate which describes the new product or venture rather than the actual product or venture. In the course of an interview, respondents are asked to use their imaginations to form hypotheses of themselves using the product and to make predictions of the extent to which the products specific attributes would solve their particular problems. On the basis of this conception, potential users are then requested to indicate the likelihood that they will purchase this product. Concept testing is most appropriate for single-product ventures which involve continuous but not discontinuous innovations. It is also most applicable to ventures which are dominated by product-strategy
Table 7.2 Types of critical tests for new entrepreneurial ventures

<table>
<thead>
<tr>
<th>Type of test</th>
<th>Major testing environment</th>
<th>Entrepreneurial theory tested</th>
<th>Specific conjectures tested</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concept testing and product model testing</td>
<td>Product market</td>
<td>Theory of latent demand</td>
<td>Conjectures about the most urgent of the as yet unsolved problems of consumers, desired product characteristics, the size, growth and share of target markets, pricing range, future competitive offerings to meet presently unsatisfied needs of consumers.</td>
</tr>
<tr>
<td>Prototype testing</td>
<td>Hierarchy and external factor market</td>
<td>Theory of production Theory of governance</td>
<td>Conjectures about development time, development costs (labour, material and equipment), the availability of inputs, important suppliers and service distributors, resource utilisation, ability to produce a good with the characteristics to meet the original product concept.</td>
</tr>
<tr>
<td>Startup financing test</td>
<td>Factor market (esp. capital market)</td>
<td>Theory of governance Theory of latent demand Theory of production</td>
<td>Conjectures about investors and debt-holders; in particular, conjectures about what investors and lenders regard as acceptable financial and expense structures, cash flow projections, break-even requirements, gross and net margins.</td>
</tr>
<tr>
<td>Initial plant tests (trial production runs)</td>
<td>Hierarchy and external factor market</td>
<td>Theory of production Theory of governance</td>
<td>Conjectures on material suitability and material costs, processing costs and skills, investment prerequisites, needs for production personnel, rejection rates, quality control, material uniformity from suppliers, processing specifications, physical robustness of the product and packaging, ability to produce at the required scale, ability to coordinate production with marketing.</td>
</tr>
<tr>
<td>Test market</td>
<td>Product market</td>
<td>Theory of latent demand</td>
<td>Conjectures on customers’ demand for the product, their reasons for buying or not buying it, its differentiation from competitive offerings, pricing (given increased knowledge about costs from previous tests), product performance in different field applications, achievable market share, target markets, servicing requirements.</td>
</tr>
<tr>
<td>------------------------------</td>
<td>----------------</td>
<td>-------------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Production startup test</td>
<td>Hierarchy</td>
<td>Theory of production</td>
<td>Conjectures on the costs of producing a steady flow of the product and of meeting quality requirements; conjectures about scale-up problems and the impact of production delays on marketing and financing plans; conjectures about product quality, rejection rates, resource utilisation and inventory accumulation.</td>
</tr>
<tr>
<td>(first production run test)</td>
<td></td>
<td>Theory of governance</td>
<td></td>
</tr>
<tr>
<td>First significant sale</td>
<td>Product market</td>
<td>Theory of latent demand</td>
<td>Conjectures on how the product compares with competitive offerings in an authentic environment rather than in a limited test area; conjectures on whether the product is functional; conjectures about marketing methods, service requirements, quality control and specifications.</td>
</tr>
<tr>
<td>(sale to a major targeted</td>
<td></td>
<td>Theory of production</td>
<td></td>
</tr>
<tr>
<td>distributor or large</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>industrial customer)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Competitive reaction test</td>
<td>Product market</td>
<td>Theory of latent demand</td>
<td>Conjectures on existing and potential competitors and their responses to the new product in terms of price and marketing strategy; conjectures on the duration of competitive advantage.</td>
</tr>
<tr>
<td>First redesign test</td>
<td>Product market</td>
<td>Theory of latent demand</td>
<td>All the basic conjectures about market size, market segments, investment requirements, pricing and financing (both requirements and availability).</td>
</tr>
<tr>
<td>First price-change test</td>
<td>Product market</td>
<td>Theory of latent demand</td>
<td>Conjectures on the price elasticity of demand, the reactions of particular market segments to the price change, potential price resistance, opportunities for product bundling and unbundling.</td>
</tr>
</tbody>
</table>
considerations, though it can be moderately or even highly appropriate for ventures that place significant importance on distribution and promotion (Hills 1981:29–32).

### 7.3.2 Prototype development and testing

Prototype development involves the construction of one or more alternative physical models that attempt to realise the key features specified in the entrepreneur’s trial product concept. One method for developing a new product idea into a prototype is the ‘skunkworks’. The skunkworks procedure brings together a small team of engineers, technicians, designers and model-makers so that they can work unencumbered by the rigid bureaucratic structures associated with larger organisational units. A workable definition of the skunkworks has been provided by Klein:

> [A]n organization in which the leaders operate on the basis of rough drawings (instead of detailed designs) and interact freely with general machinists (rather than production departments). The general theory of a skunkworks is that new hardware is not developed as it was originally designed, but rather it is developed on the basis of the knowledge gained from testing it. (Klein 1977:168–169; emphasis added)

Thus, the skunkworks is an extremely organic way of organising R & D; it is an approach which epitomises piecemeal methods of practical experimentation. It is based on the assumption that major innovations cannot be successfully planned by way of detailed blue-prints but must be developed by the general method of practical trial and error-elimination. The economic rationale for this type of organisation is that a great expenditure of resources at the design stage is likely to lead to a very complex system which is difficult to develop and which is costly to produce: hence, the objective is to construct and to test a physical prototype as soon as possible. The skunkworks fosters a highly interactive learning environment which orients the innovative team towards its problem; it allows fast communication between its members, even if they are of different ranks. The result is that the approach reduces the turnaround time for practical experiments, and thus it increases the number of experiments that can be conducted within any given period (Quinn 1985:79).

The skunkworks approach has been used by numerous large
innovative enterprises (e.g. the Pilkington float-glass development team and Seymour Cray at Control Data) in order to emulate small entrepreneurial ventures (Quinn 1979:28). The approach in its modern form originated at the Advanced Development Projects Division of the Lockheed Aircraft Corporation. (In fact, the term ‘skunkworks’ was coined by Kelly Johnson, an aeronautical engineer at Lockheed.)

The Convair venture discussed in section 6.3.5 also serves as a lesson of how holistic experiments based on blueprints can lead to bigger mistakes than are necessary. In an attempt to sell a radical modification of the 880 to American Airlines (made necessary because of Convair’s highly restrictive sales contracts with TWA regarding the 880), Convair promised to supply a new and faster plane (dubbed the 990). The production of the 990 was to be achieved within a short period by skipping the prototype stage, even though it was in effect a new aircraft with a revolutionary engine. In the event, the 990 did not meet American Airline’s speed specifications, and the contract had to be renegotiated at a tremendous cost to Convair. Bypassing the prototype stage also meant that technical problems (specifically, wing-flutter problems) were only discovered in the first production models, at which stage the costs of rectifying these design mistakes were extremely high (Earl 1984:97). Had the aircraft been developed by piecemeal methods, these problems may well have been averted.10

During the prototype testing stage, it may be necessary to organise so-called ‘developmental shoot-outs’ in order to assess competing prototype options (Quinn 1985:79).11 This procedure is consistent with a generalised Popperian conception of objectivity: namely, the idea of mutual rational control by critical evaluation (Popper 1966a, 1966b).12 The shoot-out is a method for formalising the critical evaluation of rival projects. It is a forum which injects intersubjective criticism into the new product development process.

At the shoot-out, participants consciously adopt critical methods: they attempt to find flaws in each other’s ideas and to hunt for contradictions either within an idea itself, between the idea and other provisionally accepted ideas, or between the idea and particular market facts (cf. Popper 1963:316; 1972:260–261). The discovery of contradictions, and the demand for their elimination, results in the emergence of new problems or subproblems, the solution of which may require participants to generate other ideas (including new prototype models) that resolve earlier contradictions.
By means of developmental shoot-outs, entrepreneurs and their subordinates may learn much about the intrinsic difficulties of the market problems that they are attempting to solve, about the fundamental assumptions that they have been making with regard to these problems, and about the adequacy and ranking of competing prototypes which have so far been submitted as tentative solutions.

The shoot-out process has been applied at the prototype stage in successful large-scale innovative companies, such as Sony Corporation. A similar procedure is 3M’s monthly Technical Forum, at which technical staff members within the firm exchange views on their respective projects (Maidique and Hayes 1984:22). The shoot-out approach can also be extended to cover smaller entrepreneurial firms and other phases of the new product development process.

A number of preconditions must be met if developmental shootouts and other organisational procedures for instituting interpersonal criticism are to be effective. The first is that there must be a tolerance of failure – an acknowledgement that failure is a necessary part of the growth of knowledge. ‘In the simplest terms, failure is the ultimate teacher. From its lessons the persistent build their successes’ (Maidique and Zirger 1985:309). The organisational implication is that those members of the firm who fail to turn an innovative project into a commercial success, or those whose prototypes are rejected in favour of superior options, must not be penalised. They must be reinvolved in their particular specialities and reintegrated quickly into other programmes (Maidique and Hayes 1984:24; Quinn 1985:79). Second, organisational cohesion is required for collaboration and cooperation in problem-solving. Formal and informal linking mechanisms (cf. Likert’s linking pins) are needed which build relationships between members in the firm and which facilitate intraorganisational communication and interaction. Finally, an effective procedure for interpersonal criticism, such as the shootout process, calls for a multidisciplinary group of individuals who can bring a plurality of perspectives to bear both upon problems and the evaluation of proposed solutions (e.g. alternative prototypes). Consequently, the entrepreneur’s decisions on whom to hire and the resulting mix of skills and expertise available have important ramifications which go beyond usual operational considerations.
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7.3.3 Initial plant tests

The process for manufacturing a new product is typically developed concurrently with the new product itself. The product and the manufacturing process are interrelated: neither the product design nor the production technique can be determined independently of one another. ‘Their choice must evolve through a closely coupled, interactive process’ (Sommers 1982:56). As in new product development, the exploration, planning, development and operation of new types of manufacturing processes are carried out by means of a step-by-step method. In the chemical industry, for instance, process development does not shift directly from the laboratory to full-scale production without the construction of small-scale experimental plants and the testing of critical phases beforehand.

Although restricted in scope, a pilot plant serves a number of purposes:

- it allows the testing of specific elements in the operation to see how they work;
- it permits the discovery and ironing out of unanticipated pitfalls, such as may occur from a particular juxtaposition of two operations;
- it provides a test of whether members of the operational team can work together;
- it provides a test of the entrepreneur’s theory of production and governance.

It is usually not the function of a pilot plant to provide a precise prediction of what will happen in the large-scale plant. It is assumed that the final plant will be different from the pilot operation, since size almost always has an independent effect on outcomes. Consequently, experimental plants are not ‘infallible predictions, as is shown by the cost and difficulty of commissioning full-scale plant, and the occasional failure to make a plant work at all’ (Loasby 1976:39).

7.3.4 Test marketing

Test marketing represents one of the more severe critical tests undertaken by the entrepreneur. Test marketing is experimentation conducted in a confined but carefully selected part of the product-market. ‘It is essentially the use of the marketplace as a laboratory.’
which differentiates this test from other types of market research’ (Achenbaum 1974:4-32). Test marketing is the first stage at which the final product is tested in a limited, but nonetheless authentic, product market. The purpose of test marketing is to determine how consumers and distributors react to both the new product and other elements of the full marketing programme (including pricing, advertising and distribution strategies).

The scientific character of test marketing extends over a continuum, representing different degrees of systematic experimentation and conscious application of critical methods. At the one extreme, test marketing involves an individual entrepreneur pragmatically trying out a hypothesis in a very small area of the target market to see whether the idea works. In such cases, the entrepreneur pays little, if any, attention to the design of the experiment and does not question whether the test market is representative in any way. The emphasis is upon obtaining test results as speedily and as cheaply as possible.

At the other extreme, some test markets (especially, those to evaluate alternative marketing strategies, such as in-store promotions) can involve complex experimental designs originally developed by biological and physical scientists to equalise and measure the effect of extraneous sources of variation on test variables. As in biological investigations of many kinds, the entrepreneur – though unable to set up fully controlled experiments – may be able to overcome this to some extent by using sophisticated experimental designs, such as randomised blocks, the Latin square and the double changeover design, as well as factorial experiments which investigate the effects of two or more factors simultaneously. Statistical procedures can then be applied to attach cause to effect. Thus, statistical analysis rather than direct physical control of experimental conditions is used to eliminate the effects of undesired variation from test data.

Test marketing is especially appropriate for manufacturing ventures which seek widespread geographic distribution of a single new product, whether it be a continuous or a discontinuous innovation. Because test marketing is costly, the target market must be sufficiently large for it to be worthwhile to pretest consumer acceptance in a small portion of the market. Test marketing is most applicable to new ventures which place emphasis on the product itself for successful market penetration. In the case of new product introductions, the entrepreneur treats the entire marketing mix as a single variable which is to be tested as a whole. Because test marketing
attends to all the major elements of the marketing mix, entrepreneurs can also apply it to new ventures which stress distribution and/or promotion strategies as well (Hills 1981:30–32). In addition, test marketing gives the entrepreneur the opportunity to experiment with various elements of the marketing mix. The entrepreneur can use it to try to evaluate alternative marketing variables or strategies: that is, different executions in price, packaging, positioning, distribution, advertising and promotion (Achenbaum 1974:4–37; Scanlon 1978).

One problem with test marketing is that it can usually only test a very limited number of alternatives and even then only for a relatively short duration. It is often simply physically impossible for the entrepreneur to try out a large number of variations, so the number of observations is likely to be unsatisfactorily small. In addition, there may be instances in which a real test cannot practically be set up: for example, when it is not possible to translate a national advertising or promotion programme into the test-market area. Furthermore, as I shall show later in my discussion of the Duhem–Quine thesis (section 8.4), it may be extremely difficult for the entrepreneur to measure the effect of a single variable in the total marketing mix because the variable to be tested cannot be isolated in the test design:

Market experiments are almost never controlled experiments, so that the observations which they yield are likely to be colored by all sorts of fortuitous occurrences – coincidental changes in consumer incomes or in competitive advertising programmes, peculiarities of the weather during the period of the experiment, etc.

(Baumol 1965:213)

Whatever the level of sophistication, market testing attempts to approximate the actual market situation on a small scale. It can thus fulfil the very same function as an experimental manufacturing plant by serving as a miniature pilot operation for the large-scale activity, especially if it involves the marketing of a new product. ‘Its purpose is to help improve the mechanics of the marketing operation, to find out if unanticipated problems in fact exist, to constantly improve one’s approach while doing the job on a limited scale.’ (Achenbaum 1974:4–35). Through a pilot introduction of a new product, the entrepreneur may discover physical problems (related to its functional performance, robustness, delivery, handling, shelf-life, stocking, and storage) that were not recognised at earlier stages of development. The entrepreneur may also identify marketing difficulties (such as
potential problems of distribution, advertising and promotion), which can be very costly mistakes if committed on a large-scale. Even if an entrepreneurial theory survives test marketing (or any other test prior to commercialisation, for that matter), there is no guarantee that it will resist refutation when the new product is launched commercially in the marketplace. A large number of new products fail in spite of favourable test-market results. Factors which may lead to this outcome are:

- The market is not sufficiently decomposable into test-market subsystems which are representative of the market as a whole. The heterogeneity of markets may be such that the so-called market for a new product is not a smooth canvas but an uneven mosaic comprising numerous local markets of many different shapes and colours. Consequently, corroboration (or refutation) within a specific test-market subsystem does not entail corroboration (or falsification) in the whole complex system.
- The market is not stable over the relevant time period (i.e. structural change impinges on the particular innovation): given that the market process takes place in real time and that novelty is continuously generated, there is no necessity that the character of the competitive environment must remain constant during the period between test marketing and commercialisation, even if the system is geographically decomposable.
- Competitive response to the firm’s test-marketing activities may be more intensive at the market-wide level than at the local level. Even if an entrepreneur is the first to test market a new product, competitors may monitor the results of the test and may be first to launch the product on a full-scale, perhaps even improving on the entrepreneurs own marketing programme.

Such limitations have led Achenbaum (1964, 1974) to question the utility of test marketing as an instrument for forecasting future sales. Consequently, he asserts that the main function of test marketing is to facilitate learning about unexpected problems and the opportunities associated with new products or alternative marketing plans. In other words, the predictive or instrumentalist value of test marketing is questioned, but its explanatory value is upheld – which corresponds to the realist aims of the sophisticated falsificationist entrepreneur.
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7.4 THE OBJECTIFICATION OF ENTREPRENEURIAL THEORIES

The process of testing entrepreneurial conjectures in both factor and product markets increases the degree of objectivity (more precisely, intersubjectivity) of an entrepreneur’s theory. Entrepreneurial theories typically start life as bold, unsubstantiated conjectures which can best be described as hunches. Initially, entrepreneurial theories have a purely tacit, private and subjective quality, which implies that they cannot be successfully articulated or explained to other parties. They are not explicit blueprints which can be laid on the table for all to see. At the seed financing stage, for instance, neither a functioning prototype nor a business plan has been developed (Ruhnka and Young 1987:170–171). Objective surrogates of the entrepreneur’s idea do not exist.

The process of testing and realising entrepreneurial ideas in markets requires that entrepreneurs communicate their ideas to resource owners and consumers, in order to convince them of the originality and excellence of their new ideas. Testing requires that entrepreneurs at least partially present their theories in some tangible form, whether they be stated orally, in writing (as in business plans), by means of visual images (advertising, diagrams) or by means of physical constructs (such as prototypes). Objectifying an entrepreneurial theory is not costless. An entrepreneur faces costs in converting an idea from a purely subjective concept into a form which can be comprehended and criticised by other market participants. In this context, costs are to be understood as opportunity costs, not just as the out-of-pocket monetary costs that may, for example, be incurred by the entrepreneur in having outsiders prepare a business plan.

Of all objective surrogates, business plans are perhaps the most important means by which entrepreneurs attempt to articulate their theories in an explicit form so that they can be evaluated intersubjectively. A business plan is devoted to elaborating the entrepreneur’s theories of latent demand, of production and of governance (Figure 7.2):

For the entrepreneur, the careful preparation of a plan is an important opportunity to think carefully through all of the facets of a business expansion or startup, to examine the consequences of different marketing, operations, and financing strategies, and to determine what human, physical and financial resources are
required. Much of this can be done effectively on paper without the often crippling expense of trial-and-error operation.

In one venture that we helped develop, the discipline of writing his business plan caused the entrepreneur to realize that the major market for his biomedical product was in nursing homes, not in hospital emergency rooms as he had previously supposed. He changed the focus of his marketing effort accordingly.

(Haslett and Smollen 1985:23; original emphasis)

The entrepreneur is not the only person to find the business plan invaluable. The business plan is examined by venture capitalists as a surrogate for the entrepreneur’s theory. On the basis of the business plan, the venture capitalist tests the internal consistency of an entrepreneurial theory by determining the compatibility of predictions deduced from the theory and its subordinate constructs (cf. Popper 1959:32–33). Comparisons are then made between the entrepreneurs theory and other theories, in order to assess whether it produces any novel predictions. (What does the business plan predict are the most urgent unsolved problems of consumers? How plausible is this prediction? How plausible are the assumptions?) Business plans outlining extensions to existing product lines and so-called me-too items are likely to be turned down.

Thus, by submitting their theories to a certain degree of intersubjective criticism, entrepreneurs are able to test – albeit to a limited extent – whether their initially subjective concepts are the symptom of unbridled optimism or even of self-delusion. Interpersonal criticism enables entrepreneurs to check that they are looking out of the window at the customers’ problem situations (and market reality), and not into a mirror clouded by their own product-oriented biases (Levitt 1986:170).

An interesting case study of the role of objective surrogates is Akio Morita’s (1986:79–83) discussion of how he tried to convince his once-sceptical project team about the potential of the Walkman portable-stereo concept, which was his very own idea. The idea began to take shape when Masaru Ibuka, the founder of Sony Corporation, complained to Morita about the weight of his portable stereo tape recorder. The first stage of objectification started when Morita ordered Sony engineers to construct an experimental unit based upon the firm’s existing Pressman cassette tape recorder by replacing the recording circuit and speaker with a stereo amplifier.
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Figure 7.2 Objective surrogates of the entrepreneur’s theory
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He also sketched the functional specifications for new miniature, lightweight headphones. On the basis of trying out early prototype models, Morita perceived potential problems with the idea and set about designing solutions, such as the provision of sockets for two sets of headphones and the addition of a button-activated microphone which enabled two people to talk to each other over the music (as a result of market testing, these features were eventually omitted in most later models). In spite of an initial lack of enthusiasm from Sony’s marketing division, the idea took hold and was a tremendous success right from the very beginning. Heavy advertising was used to help create a market for the product and to educate the public about the idea. In Tokyo, young couples were even hired to stroll through the Ginza listening to their Walkmen and showing them off.

7.5 THE OUTCOME OF TESTING

After a test is completed, the entrepreneur must still interpret the results of the test. But for the moment I shall leave it to Chapter 8 to discuss both the philosophical and practical problems associated with determining whether an entrepreneurial theory has been effectively refuted. For my present purposes, it is sufficient to accept that as a result of severe testing, an entrepreneurial theory may be corroborated or refuted.

An entrepreneurial theory is corroborated if it succeeds in resisting attempts to falsify it and if, in addition, it successfully predicts events that do not follow from competing theoretical explanations. It is not the number of tests which determines its degree of corroboration, but the severity of the tests the hypothesis has been subjected to and survived (see section 2.2.4). An entrepreneurial theory which yields a profit is tentatively corroborated. Corroboration only relates to past performance – it indicates comparative success in solving customer problems up to some time $t$. Thus, corroboration does not imply that an entrepreneurial theory is verified or justified in any sense, for it may be falsified in the future by different tests, including more precise versions of previous tests. (Nor can the entrepreneur’s choice of a well-corroborated theory as a basis for action ever be justified on the grounds that it guarantees success or a high probability of success.) Indeed, if the conjecture has resisted refutation, the entrepreneur will provisionally accept that theory but will also investigate the possibility of subjecting the theory to more severe tests.

If for any given market problem the entrepreneur has developed
two or more trial solutions (i.e. theories) in parallel, the entrepreneur will choose, other things being equal, the theory which after testing is better corroborated because that theory has higher information content (i.e. it says more) and has withstood more severe testing. In accordance with their rules for acceptance of theories, therefore, falsificationist entrepreneurs rationally choose the best-corroborated theory because it is more useful both as a basis for practical action and as an explanation of interesting phenomena. If all the entrepreneur’s theories put forward to solve the same problem are actually refuted, the entrepreneur will choose the theory which is the better approximation to the truth (or to put it in philosophical lingo, the entrepreneur will prefer the theory which possesses a higher degree of verisimilitude or truth-likeness).¹⁸

An entrepreneurial theory which fails severe market tests is refuted. (The rules for rejection of entrepreneurial theories are discussed in the next section.) Though it is not essential to the matter, refutation often manifests itself in entrepreneurial losses. However, entrepreneurial losses – in the opportunity cost sense – do not mean that the entrepreneur’s firm will disappear immediately or that the venture cannot be a success in the longer-term. Short periods of technical insolvency may be overcome by borrowing to meet any cash-flow deficiency (Burton 1983:21–24). By interpreting the results of failed tests, the entrepreneur may learn from previous mistakes and avoid making them in the future. On the basis of poor test results, the entrepreneur may decide: to continue with the venture as planned or to discontinue it; to slow down, accelerate, redirect, or reorganise the new product development process; to conduct new kinds of tests which generate more knowledge; or to change the scale of operation or to postpone or to resequence proposed tests (Block and MacMillan 1985:188). In interpreting results, however, entrepreneurs must be alert to potential immunising stratagems that may be employed to continue ‘sinking good money after bad’ (see section 6.3.2).

The refutation of an entrepreneurial theory may not just be the result of a temporary difficulty, however. Refutations may result in the entrepreneur being continually unable to cover contractual fixed costs, such as interest payments, from the revenue received. In such a case, the entrepreneur will go bankrupt and the creditors will become the owners of the firm’s assets. In a different situation, refutation may mean that the entrepreneur earns sufficient receipts to cover contractual fixed and variable costs but not depreciation (in the economic sense of consumption of capital assets). The
entrepreneur will not go bankrupt, but as the physical capital used
to produce the new product wears out, the entrepreneur will not
have made provision for funds to replace it. The enterprise is likely
to be wound up voluntarily. A third case occurs when the
entrepreneur receives sufficient revenue to cover contractual costs
and depreciation charges, but does not obtain a rate of return greater
than that which could be earned elsewhere. The entrepreneur is not
covering opportunity costs which include entrepreneurial quasi-
wages and the interest forgone on the money capital employed in
the enterprise (Burton 1983:16). Here again, the enterprise is likely
to be liquidated voluntarily because the owners are likely to shift
their capital to where they can expect a higher return on their
investment.

In the following sections, I explain the implications of refutation
and corroboration in more detail. In the next section, it is argued that
the number of tests that the entrepreneur will conduct following the
discovery of an apparent counter-example will depend upon the
particular school of falsificationism to which the entrepreneur
subscribes. This discussion involves integrating falsificationism more
intensively with a version of methodological individualism. In section
7.7 it is shown that, in the event of several corroborative tests,
entrepreneurs may expect diminishing returns to arise from conducting
more tests of the same type, which reduces the utility of further testing.
Section 7.8 examines the economic costs of testing entrepreneurial
conjectures. Economic costs have implications for the type, number
and order of tests that the entrepreneur will decide to undertake.

7.6 THE SPEED WITH WHICH AN
ENTREPRENEUR REJECTS A THEORY

The speed of response with which falsificationist entrepreneurs
modify their conjectures if they fail particular tests depends to a
large extent on the particular brand of falsificationism to which they
subscribe. The following discussion distinguishes between three
brands of falsificationism – dogmatic, naive and sophisticated (see
Table 7.3). Different brands imply different conceptions of what
constitutes counterevidence and a refutation, and they also imply
quite different rules for rejecting theories.

Dogmatic falsificationist entrepreneurs (DF entrepreneurs hereafter)
believe that those theories which are false can be proved false by a
<table>
<thead>
<tr>
<th></th>
<th>Dogmatic falsificationism</th>
<th>Naive methodological falsificationism</th>
<th>Sophisticated methodological falsificationism</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Proof</strong></td>
<td>All theories equally fallible; they can never be proved or</td>
<td>All theories equally fallible, unprovable and improbabili</td>
<td>All theories equally fallible, unprovable and improbabili</td>
</tr>
<tr>
<td></td>
<td>even made probable.</td>
<td>blifiable.</td>
<td>blifiable.</td>
</tr>
<tr>
<td><strong>Refutation</strong></td>
<td>False theories can be conclusively disproved by hard facts.</td>
<td>All theories equally undisprovable.</td>
<td>All theories equally undisprovable.</td>
</tr>
<tr>
<td><strong>Status of observed facts</strong></td>
<td>Infallible, provable (i.e. weak justificationism).</td>
<td>Fallible, unprovable and theory-laden (i.e. non-justificationism).</td>
<td>Fallible, unprovable and theory-laden (i.e. non-justificationism).</td>
</tr>
<tr>
<td><strong>Rules for theory acceptance</strong></td>
<td>Strict: a theory is acceptable if it is factually disprovable.</td>
<td>Liberal: any theory which can be interpreted as experimentally 'falsifiable' is acceptable.</td>
<td>A theory is acceptable if at least some of its novel predictions are corroborated.</td>
</tr>
<tr>
<td><strong>Rules for elimination</strong></td>
<td>Theories rejected once they are conclusively disproved.</td>
<td>A theory is rejected when it is decided that it is 'falsified' in the light of background theories, which are themselves fallible, however.</td>
<td>Even when it is decided that a theory is 'falsified', it is not rejected until it is superseded by a new and better theory.</td>
</tr>
<tr>
<td><strong>The power of tests to lead to a direct rejection</strong></td>
<td>Potentially deadly.</td>
<td>Powerful.</td>
<td>Less powerful by themselves in the absence of a better theory.</td>
</tr>
<tr>
<td><strong>Relative speed of rejection</strong></td>
<td>Fast.</td>
<td>May not be as fast as dogmatists but faster than sophisticated falsificationists.</td>
<td>A slow and often frustrating process.</td>
</tr>
<tr>
<td><strong>Growth of knowledge</strong></td>
<td>Linear: an alternating series of bold conjectures and empirical refutations.</td>
<td>Linear: an alternating series of bold conjectures and empirical refutations.</td>
<td>Not necessarily linear: varied types of interaction between theoretical development and empirical tests are possible.</td>
</tr>
</tbody>
</table>
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finite number of market observations (cf. Lakatos 1970:103). For instance, they believe that they can discover a certain number of hard facts about the market which will conclusively show their theories of latent demand to be wrong. They do not expect to make any observational errors (cf. Lakatos 1970:98–99). Not surprisingly, DF entrepreneurs believe that their theories can be refuted by a single market test since refutations are clear-cut and unambiguous. Once their ideas are disproved, DF entrepreneurs immediately and unconditionally reject these ideas. For them, the rejection of a theory coincides with its refutation. Thus, they are able to respond speedily to the refutation of their hypotheses and the failure of their plans.

Naive falsificationist (NF) entrepreneurs also specify stringent rejection rules. If their ventures miss a critical milestone, they will abandon their current strategies even though they recognise that there is a risk that their current strategies are still correct (Type I error). However, because they regard both the theory-to-be-tested and the facts-to-do-the-testing as equally conjectural and fallible, NF entrepreneurs do prescribe some safety controls in order to reduce the chance of Type I errors resulting from experimental mistakes (cf. Lakatos 1970:107). One such control is the attempted repetition of a market test where this is practicable in terms of competitive conditions, cost and timing. Hence, NF entrepreneurs are slower to respond to counter-examples than DF entrepreneurs.

Unlike other versions, sophisticated falsificationist (SF) entrepreneurs are more lenient with respect to theoretical innovations and young, fast-growing ventures. They separate the rejection of a theory or idea from its refutation, so that even when they believe an idea to be refuted, they can continue to work on it to try to improve it: ‘[R]efuted theories may reveal hidden true consequences’ (Nola 1987:454). Because they are aware of the problems raised by the Duhem–Quine thesis described in Chapter 8, SF entrepreneurs believe that it requires a large number of market tests to eliminate an entrepreneurial theory. They claim that the evaluation of an entrepreneurial idea must pay attention to its longer-term performance and potential and not just its performance at a particular date: ‘It is the evolution of a theory over long periods of time and not its shape at a particular moment that counts in our methodological appraisals’ (Feyerabend 1975a: 183; original emphasis). They appreciate that the evaluation of an innovative idea or entrepreneurial venture takes place in real time, and they therefore try to avoid abandoning an
entrepreneurial theory too hastily. In their opinion, new ideas require a ‘breathing space’.22

Consequently, in line with their rules for rejection of hypotheses, SF entrepreneurs maintain that ‘falsification’ (in the sense of an apparent discrepancy between a prediction and an observed market event) is a necessary condition for doing away with an entrepreneurial theory, but it is not a sufficient condition. In general, SF entrepreneurs will not abandon a theory, even if it appears to clash with a few observations or market facts, until they have a new and better idea (Lakatos 1970:116–122; cf. Popper 1974:1035). Before rejecting an old hypothesis about consumers’ most urgent unsolved problems, therefore, SF entrepreneurs must have a new hypothesis in reserve (cf. Popper 1959:87). But generating new entrepreneurial theories of latent demand which anticipate and produce new market facts may take an indefinite amount of time, so that SF entrepreneurs may continue to develop a refuted idea (and to base their actions upon it) in spite of adverse evidence. The upshot is that they often take quite a long time before they will reject a once-corroborated theory which has since been refuted.

This section has inquired further into the question of how much contrary evidence and time different entrepreneurs require before they will reject a theory. It has been shown that different methodologies proceed at different speeds so that, other things being equal, entrepreneurs subscribing to different methodologies may respond to the same decision situation in different ways.23 Consequently, even if two or more entrepreneurs were to possess exactly the same conjectures at some time $t$, the rate at which they would change their stocks of knowledge in the light of experience might differ. DF entrepreneurs require only so much time to undertake one critical test, whereas SF entrepreneurs need more time to conduct a larger number of tests (of their particular theories, competing theories and of their background knowledge). In summary, therefore, DF entrepreneurs exhibit the greatest elasticity of response to prima facie refutations. Furthermore, NF entrepreneurs exhibit a greater elasticity of response than do SF entrepreneurs to the discovery of an alleged counter-example.

7.7 DIMINISHING RETURNS FROM REPEATED CORROBORATIVE TESTS

For many falsificationist entrepreneurs, the degree of corroboration
Cawarded to an entrepreneurial theory will increase with the number of successful tests, but at a decreasing rate. Such entrepreneurs will usually (and subjectively) attribute greater significance to the first corroboration of a theory than to subsequent ones: once an entrepreneurial theory is well corroborated, successful repetitions of previous tests (within the same field of application) will be expected to raise the degree of corroboration very little (cf. Popper 1959:269; 1963:240). These entrepreneurs thus argue that there is something resembling a law of diminishing (epistemic) returns from repeated tests:

\[ C(H, E_1) > C(H, E_2) > C(H, E_3) \ldots \]

where \( H \) is a new hypothesis, and \( E_1, E_2, E_3 \ldots \) are favourable reports of the outcome of the first test, second test, and so on (Watkins 1978a: 356).

After a sufficient number of severe tests, the additional corroboration accorded to a theory by another test would be considered to be zero. At this stage the entrepreneur tentatively accepts the truth of the test results, so that performing the test again would be of little value. Of course, depending on the economic costs of testing, the entrepreneur may decide to cease testing after the first or second corroborative instance – well before epistemic returns drop to zero. An entrepreneur is aware of the opportunity costs in experimentation and stops repeating a test when the severity (and hence learning value) of repetitions of that test is less than the severity of any other test.

However, not all falsificationist entrepreneurs will share the view that repeated corroborative tests yield steadily diminishing returns. Building such diversity into the GK theory of entrepreneurship is consistent with a more sophisticated version of methodological individualism. For example, some entrepreneurs may think that there is a discontinuous, ‘one-step’ function of the sort described by Musgrave: ‘before “sufficiently many” repetitions of the same test have been performed, each one has the same severity; after “sufficiently many” repetitions, the severity of all future ones is zero” (1975:251). Suppose that an entrepreneur decides that doing the same experiment three times is ‘sufficiently often’. Then, the entrepreneur will consider that neither the first nor the second execution of the same market test, if passed, corroborates her idea at all. Only upon the completion of three successful market experiments does she regard her theory as corroborated. Once the results of the three market tests are incorporated
into her background knowledge, the entrepreneur will regard further market tests of the same kind as having no learning value or corroborative power. The degree of severity of such tests will thus be expected to decline sharply to nil. Such entrepreneurs do not gradually integrate their test results into background knowledge. Rather, at a specific juncture (i.e. when a ‘sufficient’ amount of testing has been completed), they decide to treat a particular item of market knowledge as unproblematic because the correctness of the market test results is no longer questioned for the time being (cf. Radnitzky and Andersson 1978a: 5). This particular aspect of the ‘one-step’ treatment of corroborative power is also compatible with behavioural theories of choice which incorporate aspiration levels.

### 7.8 ECONOMIC COSTS OF TESTING

The testing of entrepreneurial conjectures is a resource-consuming process taking place in real time. Cost is a key factor in the entrepreneur’s choice of type, amount, severity and sequencing of testing. The integration of economic constraints into the testing of entrepreneurial ideas is admittedly an underdeveloped aspect of the GK theory of entrepreneurship in its current state. (However, the costs of making Type I and Type II errors are discussed in section 8.2.2.) This deficiency is a reflection of the origins of the new theory: the fact that philosophical theories of scientific rationality have ignored the importance of economic costs in decision-making (Wible 1984–85:271–276). Elaborating the consequences of cost for the testing of entrepreneurial conjectures is a priority item on the agenda for future research. Only then will we see to what extent a consistent choice-bound definition of opportunity cost (such as that developed by the LSE cost theorists and the Austrians) can be integrated into the GK theory of entrepreneurship, especially given the former’s subjectivist implications for the testing of entrepreneurial conjectures. The following discussion is limited to a few hints relevant to potential lines of inquiry.

The first point to be made is that the testing of conjectures entails opportunity costs: in testing one set of conjectures, entrepreneurs forgo opportunities to test competing sets (Earl 1986a: 22). The cost of testing one set of conjectures therefore reflects the entrepreneurs own evaluation of the epistemic utility (or learning value) that he or she anticipates having to forgo as a result of choosing to test that particular set rather than another (Buchanan 1973:15). The cost
associated with a test must reflect all the opportunities sacrificed by the entrepreneur in conducting that test. Consequently, the entrepreneur can estimate cost with reference to the forgone alternative use of resources (including his or her time) which are to be employed in designing and implementing the test and in interpreting its results. These resources might otherwise be applied in areas of the venture which increase revenues immediately rather than the entrepreneur’s knowledge. ‘Opportunity costs cannot be treated simply as known money costs, but must be considered as estimates of forgone alternative revenues’ (Wiseman 1989:41).

The undesirable, indirect consequences of testing must also be included in the entrepreneur’s estimate of the cost of a test. For example, the entrepreneur may expect that customers sacrificed by an experimental price increase may never (or only with great difficulty) be recaptured from rival products which they might otherwise never have tried were it not for the experiment. This is especially pertinent if we consider the following hypothetical case which, for the purposes of this thought experiment, assumes that the decision-maker does not face any structural uncertainty. Suppose that an entrepreneur knows for certain that the demand \( Q \) for her new product is a negative linear function of its own price \( P \). That is, \( Q = \alpha - \beta P + e \), where \( Q \) is the quantity demanded, \( P \) is the price of this good, \( \alpha \) and \( \beta \) are the model parameters, and \( e \) is the error term which conforms to the normal assumptions. (Of course in reality entrepreneurs can never be sure whether they have a true model or not.) The error term indicates that although certain about the form of the demand curve, the entrepreneur is aware that there are a large number of unmeasurable, random factors that affect the demand relationship and that cause temporary deviations.

Suppose that the entrepreneur wishes to test her theory about the size of the coefficients \( \alpha \) and \( \beta \). If the entrepreneur tests this theory by engaging in a deliberate programme of price experimentation, she must recognise that the learning value (i.e. knowledge gained) from charging different prices will vary. According to econometric theory, the variance of the estimated parameters is minimised by taking the most extreme values of \( P \) possible. The entrepreneur should therefore test her theory by using two test markets, one in which \( P \) is set arbitrarily close to zero and another in which it is set arbitrarily high. Of course, no entrepreneur would actually use this test because it would be extremely expensive. In particular, since the elasticity of the entrepreneur’s demand curve approaches infinity near
the price axis, a very high experimental price in one test market would imply a massive anticipated loss of customers and thus enormous forgone revenues. Thus, the prices which would most severely test the entrepreneur’s theory about the parametric specifications of her demand function are very likely to differ from the prices that would be charged to increase the entrepreneur’s short-run profits (cf. Rothschild 1973:1300; 1974).

The unwanted consequences of particular tests may thus be such that the costs of these tests are prohibitively high. Consequently, some entrepreneurs may deliberately choose not to undertake particular types of tests of their theories prior to launching their ventures or implementing their ideas. For example, they may choose to bypass the test-market stage altogether (and employ other methods of testing) because test marketing is expected to result in immense adverse strategic effects. The process of exposing entrepreneurial theories to test marketing may improve the entrepreneur’s understanding of the difficulty of the market problem being faced. But any market experimentation also simultaneously makes some knowledge at least partially available to other entrepreneurs (Loasby 1982b: 243). There exists the possibility that competitors will be alerted to the profit potential of a particular market opportunity and that they will adopt immediate strategies which sabotage the entrepreneur’s own plans (Hills 1981:30). Consequently, an entrepreneur’s property rights to his or her idea (i.e. the rights to control, benefit from and to transfer an idea) may be attenuated if, having discovered the entrepreneur’s intentions, competitors decide to try to exploit the idea themselves. It is because of such threats of competitive response that other approaches to test marketing, such as the pre-emptive roll-out or limited introduction, have been adopted in order to neutralise potential reactions of rivals (see Aaker and Day 1980:545; Achenbaum 1974:4-50).

Furthermore, it may be the case that entrepreneurs decide that very little formal market research (including test marketing) is required in a particular field because they have intimate knowledge of the market in which they intend to launch their new product. However, it should be noted that this is possible only because they have carried out many piecemeal market tests on previous occasions, that is, because their theories have been tested continually by long-term experience with end-users and with the dynamics of customer problems. In addition, entrepreneurs must ensure that arguments about the dispensability of formal market research do not end up
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being employed to provide a dogmatic justification for insulating an entrepreneurial idea from eliminative criticism.

A related point is that the cost of testing a theory will depend upon the entrepreneur’s previous experience (and background knowledge) in having conducted tests of the same or of a similar kind. It can be expected that the direct costs of testing will decline if the entrepreneur conducts repetitions of the same test. There are likely to be economies of scale and of scope in the testing of entrepreneurial conjectures. However, more precise repetitions of the same test may imply higher costs. For example, if considerable extra costs are associated with increasing sample size, repeating an otherwise identical test with a larger sample of potential customers will be more costly, other things being equal, than the original test.

From an epistemological perspective, an important point is that entrepreneurial estimates of the costs of testing are conjectures of a higher order than entrepreneurial conjectures about latent demand, production and governance. They are *meta*-conjectures. To be included at this level are also each entrepreneur’s conjectures about how cost changes as the type and number of tests change; conjectures on how the cost of testing a particular theory depends upon its degree of falsifiability and the severity of the tests to which it can be subjected; and conjectures on how evaluation costs depend upon the novelty, uncertainty and competitive pressures associated with the venture.

The nature of the relationship between the cost of testing a particular theory and the severity of specific tests cannot be given *a priori*. It may be that the more severe a test of a particular theory, the more it costs to conduct the test, other things being equal. But entrepreneurs need not necessarily consider a more severe test of one theory to be more costly than a less severe test of another theory. For it may be less expensive to conduct a severe test (e.g. an advertising copy test) of a bold hypothesis pertaining to a general class of subjects (e.g. all males) than it is to undertake a less severe test of a weaker hypothesis pertaining to some subset of that general class (e.g. those males with an internal locus of control). Such a situation could arise if there are substantially greater costs in identifying members belonging to that particular subset (e.g. the costs of applying Rotter’s (1966) I-E scale to identify a sample of males with an internal locus of control) or if greater adverse selection problems are involved.

If entrepreneurs presume that the costs of testing tend to increase dramatically as they move from one critical testing stage to the next, then they may adopt sequential screening procedures: ‘To select is to
reject, and it is sometimes easier [and I may add, cheaper] to eliminate the many than to choose the one’ (Loasby 1976:52; parenthesis added). For example, much can be learned from subjecting a new product to the threat of elimination by concept testing and consumer product testing before going to the expense of test marketing. The method of selection by successive elimination is appropriate under conditions in which the success of any proposed idea is improbable in the light of the entrepreneur’s \textit{a priori} expectations (i.e. background knowledge) and in situations where the costs of pinpointing potentially successful ventures are high or infinite, but the costs of identifying defective projects are low.

The sequencing of critical tests will in turn depend upon the entrepreneur’s metaconjectures about the relation between the costs and benefits of each screen. The potential benefits of a screen include the saving in testing and product development costs achieved by eliminating ideas which would eventually be rejected at later stages of the new product development process. The entrepreneur’s choice of sequence also depends upon his or her meta-conjectures about the extent to which the output of one screening stage improves the effectiveness and efficiency of subsequent testing stages (Loasby 1976:51–52).

### 7.9 THE EVOLUTIONARY NATURE OF THE ENTREPRENEUR’S LEARNING PROCESS

Poppers (1972) evolutionary theory of knowledge can be applied to explain the evolutionary and endogenous nature of the entrepreneurs learning process. This involves extending and analysing in more detail the sequence of conjecture and refutation described in previous sections. See Figure 7.3. The process starts when an entrepreneur perceives an initial problem ($P_1$). The initial problem could be produced by the failure of the entrepreneur’s existing theory to predict particular market events and the associated breakdown of his or her plans. The entrepreneur could also define the initial problem as a market problem which arises from the apparent disparity between the current achievements and aspirations of buyers and sellers. In the early stages, the entrepreneur may have only a vague idea about the problem, and much time and effort may be spent in trying to define it more precisely. Hence, the entrepreneur’s learning process does not need to be jump-started by disequilibrating events which
have taken place outside the system, that is, by exogenous disturbances.

An array of entrepreneurial conjectures and plans (the matrix \( TS_i \)) is formed, each conjecture put forward by the entrepreneur as a tentative solution to the original problem \( (P_i) \). The number and variety of solutions proposed are limited only by the entrepreneur’s creativity and imagination. At the next stage, each trial solution is controlled by a process of attempted error-elimination \( (EE_i) \), the character of which depends upon the entrepreneur’s learning methodology. Evaluative error-elimination may occur, among others, by way of a private thought experiment or by way of interpersonal testing within the firm or the market (e.g. alpha and beta testing, start-up finance testing, test marketing – see section 7.3). In general, the process of error-elimination consists in comparing and assessing rival entrepreneurial conjectures in terms of how well they solve their (market) problems, that is, \( P_i \). Some entrepreneurial conjectures will be eliminated quickly, whereas other tentative solutions may prove more successful and may ultimately be subject to severe market testing at a later stage. A falsification implies that the entrepreneur should develop a better trial solution because his or her conjecture or plan in its present form cannot solve all its problems: ‘For to regard a theory [say, \( TS_i \)] as falsified is to be aware of a problem \( [P_i + 1] \) whose solution will require some sort of theoretical innovation \( [TS_i + 1] \)’ (Musgrave 1971a: 33; parentheses added).

A new problem situation or set of problems \( (P_2) \), which may be far removed from the original problem \( (P_1) \), will thus as a rule emerge from the evolutionary sequence of conjecture and exposure to refutation. Hence, the entrepreneur’s learning process is not a cycle because, in general, subsequent problem situations differ from previous ones.

\[
\begin{array}{cccc}
P_1 & \rightarrow & TS_1 & \rightarrow & EE_1 & \rightarrow & P_2 \\
P_2 & \rightarrow & TS_2 & \rightarrow & EE_2 & \rightarrow & P_3 \\
P_3 & \rightarrow & TS_3 & \rightarrow & EE_3 & \rightarrow & P_4 \\
& \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
& \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
& \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
& \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{array}
\]

\[ P_\alpha \rightarrow TS_\alpha \rightarrow EE_\alpha \rightarrow P_\beta \]

\textit{Figure 7.3} The evolutionary and endogenous process of learning
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Rather, the learning sequence is a type of cybernetic feedback process, as can be seen from Figure 7.3.33

The evolution of the entrepreneur’s knowledge can be illustrated by means of the following somewhat oversimplified reconstruction of a real-world entrepreneur’s problem situation and its modification over time:34

\[ P_1 = \text{to obtain resources to produce a new magazine;} \]
\[ TS_1 = \text{business plan: budget for the } \textit{purchase} \text{ of a large piece of capital equipment;} \]
\[ EE_1 = \text{refuted by testing in the factor market (i.e. capital market) because of an unacceptable financial structure;} \]
\[ P_2 = \text{to devise a plan with an acceptable financial structure so as to obtain finance from a bank;} \]
\[ TS_2 = \text{revised plan: budget for the } \textit{lease} \text{ of the equipment at conventional rates;} \]
\[ EE_2 = \text{refuted again by testing in the capital market because of unacceptable cash-flow projections;} \]
\[ P_3 = \text{to devise a plan with acceptable cash-flow projections;} \]
\[ TS_3 = \text{revised plan: budget involves } \textit{borrowing} \text{ equipment from the supplier for the first nine months of operation;} \]
\[ EE_3 = \text{resists refutation in the capital market for the time being.} \ldots \]

A new problem situation requires the entrepreneur to invent new trial solutions (i.e. revised conjectures and plans) which are then subjected to further testing. The process continues indefinitely, so that a series of new problems and new conjectures gradually brings about progress in the entrepreneur’s knowledge. How much the entrepreneur has learned is reflected in the gap between the entrepreneur’s original problem \((P_1)\) and the subsequent problems \((P_n)\) that he or she intends to solve.35 The greatest advances give rise to an unexpected revolutionary change in the entrepreneur’s conception of the problem.

Thus, the entrepreneur’s learning process essentially consists in going from problems to deeper problems and subproblems. In solving any particular market problem, the entrepreneur discovers new problems, as well as their ramifications and interconnections: ‘Problems, after they have been solved and their solutions properly examined, tend to beget problem-children: new problems, often of greater depth and ever greater fertility than the old ones’ (Popper 1972:287). Consequently, the entrepreneur’s learning process is conceivably without end; it does not grind to a halt in some final
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equilibrium state. As I shall show in section 9.6, these points also relate to the continuity of the market process and to the fact that problems are created endogenously by the market process itself.

Even if an entrepreneur’s imaginative conjecture fails a critical test completely, the entrepreneur must at least learn something about the inherent difficulties involved (thereby accounting for why obvious solutions do not work). The entrepreneur must also begin to understand the minimum conditions which must be fulfilled by any adequate solution to the problem, such as the minimum product requirements of consumers or the bottom-line financial structures acceptable to investors. In this way, unsuccessful attempts to solve a problem may be crucial to the development of successful ones: ‘(P)roducts that fail act as important probes into user space that can capture important information about what it would take to make a brand new effort successful, which sometimes makes them the catalyst for major reorientations’ (Maidique and Zirger 1985:306).

The above account should not be interpreted to imply that entrepreneurs always learn the best lesson from their market tests. Even when entrepreneurs are learning from the refutation of their previous conjectures, some of their tentatively corroborated prior knowledge is simultaneously being rendered obsolete by discontinuities in the entrepreneurial environment. Such obsolescence of knowledge gives rise to new problem situations as the entrepreneur’s old theories fail to predict or to explain market circumstances adequately (cf. Lachmann 1971b: 46). Thus, as in science, even the most successful theory will eventually break down and so produce new problems.

According to this model of endogenous learning, entrepreneurs may fail to solve the problems (e.g. $P_1$) which they set out to solve but succeed in solving other important problems (say, $P_5$). For example, with its Thermo-Fax ($TS_1$), the 3M Company failed to solve adequately the problems of customers in its original target market: namely, the problems encountered by researchers in copying library documents ($P_1$). In light of this experience, however, the company redesigned the product ($TS_2$) for the office market ($P_2$), and it was highly profitable (Block and MacMillan 1985:187). Another example at the corporate level is Sony Corporation’s failure to exploit Philips’s laser disc technology ($TS_1$) in the development of a home videodisc system ($P_1$) which had both a recording capability as well as a playback facility. In 1977, after it failed crucial technical tests ($EE_1$), Sony’s project was put on hold but not abandoned. Some months
later, Philips successfully redefined the problem as that of developing a compact disc for audio play \( (P_2) \). Sony was able to resurrect its programme in a modified form \( (TS_2) \) for the solution of this new problem \( (P_2) \), unlike American manufacturers who had completely given up the new technology. The project was a resounding success: Sony became a dominant force in the market for CD players (Kanter and Fonvielle 1987:14).

Sometimes too entrepreneurs may succeed in solving the problems that they set out to solve and then in using the solution concepts to solve quite different problems which were not envisaged to start with. In other words, they are able to solve two different problems without necessarily changing their existing solution concepts. Such ‘concept-stretching’ is a vehicle by which entrepreneurs can extend the life cycle of their existing solution concepts (as embodied in their products). The concept-stretching method involves widening generic product concepts to cover customer problems, usage contexts and markets that are alien to those problems, contexts and markets which were intended. Entrepreneurs design a product \( (TS_1) \) to solve a particular set of customer problems \( (P_1) \). That the product concept has the potential to solve other sets of customer problems and subproblems \( (P_2) \) may have been entirely unexpected and unintended at the time the entrepreneur and others originally developed the product.

The marketing literature contains quite dramatic cases of firms which have successfully applied this ‘concept-stretching’ strategy. For example, General Foods discovered interesting new customer problems to be solved by its easy-to-prepare gelatin dessert product, ‘Jell-O’. A completely flavourless ‘Jell-O’ was marketed to women consumers: once the powdered gelatin was dissolved in a liquid, it could be used as a means to strengthen fingernails. In addition, a variety of vegetable-flavoured Jell-O was also promoted to current dessert users as a base for salads. Similarly, Arm and Hammer found new uses for its product, baking soda, by promoting it as a refrigerator deodoriser. Yet another classic example is Listerine, originally sold as a mild external antiseptic, now sold as a breath-freshening mouthwash. Furthermore, DuPont extended the product life cycle of nylon by concept-stretching strategies (Levitt 1986:188–193). It should also be noted that concept-stretching can go on when the entrepreneurial team is not aware of it (for example, when consumers find new uses for a product which the manufacturer has not yet discovered).

The GK theory of entrepreneurship has had very little to say about how entrepreneurs arrive at their hypotheses because the analysis is
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limited mainly to the context of evaluation, and by and large it excludes the psychological context of discovery (see section 1.5). However, before I conclude this section, it is worth highlighting briefly some of the implications of the GK theory for the generation of entrepreneurial conjectures.

An important point is that, as in scientific discovery, the generation of new hypotheses is problemistic: the entrepreneur has a particular problem to solve and that problem galvanises the entrepreneur into creating potential solutions. The implication is that the entrepreneur’s aim structure exerts an influence over the generation of imaginative conjectures. Entrepreneurs engage in purposeful activity; their actions are consciously designed to achieve certain practical aims. Consequently, ‘[c]onscious action oriented to a certain state of the market cannot possibly be conceived as a “random event”’ (Lachmann 1977:150–151). This to some extent accounts for similar discoveries being made simultaneously by entrepreneurs working independently of one another.

Having a problem to solve also means that entrepreneurs have some knowledge based on previous experience (such knowledge constitutes the background of $P_i$). The approaches to exploration that entrepreneurs adopt are in particular influenced by their experiences of prior mistakes. In learning from past errors, entrepreneurs try to eliminate the possibility of, or to reduce the frequency of, trial solutions of a type which have previously been unsuccessful. Thus, their prior experimental knowledge, however vague, ‘serves as a guide, and eliminates complete randomness’ (Popper 1974:1061).

Thus, entrepreneurs do not react to problems in a completely random fashion with chance-like trial solutions (cf. Popper 1972:245). Entrepreneurs are not aimless in their attack on a problem. Their trials are blind rather than purely random (Campbell 1974:421–422). Though blind to the solution of the problem, however, the trials are ‘...not always quite blind to the demands of the problem: the problem often determines the range from which the trials are selected’ (Popper 1976c: 47; emphasis added). Hence, it is not appropriate to model entrepreneurial discovery as a stochastic process as do Nelson and Winter (1982) in their Markov chain approach.39

NOTES
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In this context, ‘severity’ is not identical with Popper’s strict definition of the severity of a test. ‘Severity’ is here being used metaphorically as an index of the harshness of the selection pressures and of the objectivity of criteria that are being employed by individuals participating in the tests.

See Weiss (1981:48–51) for an illuminating discussion of the relative harshness of the testing environments to which independent startups (funded by external venture capitalists) and corporate ventures (funded by internal capital markets) are subjected.

The multidivisional (M-form) firm has an internal structure in which operating and strategic decision-making are clearly separated – the group responsible for the latter monitoring the performance of the group responsible for the former. On the other hand, in the traditional functionally organised (U-form) enterprise, decision-making authority for both the development of long-run strategy and for daily operating tactics are highly centralised in one executive group. Coordination of the functional areas is also carried out by the centralised management. Williamson hypothesises that conglomerate firms of the M-form type will have special advantages in screening investment proposals because top managers have superior knowledge of a narrow range of possible opportunities. It is predicted that such firms are thus able to allocate capital to high-yield opportunities more effectively. See Williamson (1975:143–148) and Williamson and Bhargava (1972). For a critical review of Williamson’s work on the M-form firm, see Hill (1985). See Armour and Teece (1978) for a corroborative empirical test of Williamson’s ‘M-form hypothesis’ in the petroleum industry.

Applying the GK approach to the screening of entrepreneurial ideas by venture capitalists is an item on the agenda for future research. See section 11.1.

Alpha testing, on the other hand, involves the product being tested inhouse by the manufacturing staff of the entrepreneur’s firm. Because the product is only tested inside the firm’s traditional boundaries, with the result that the critical appraisal of potential customers is excluded, this form of testing must be considered to be less ‘severe’ than beta testing.

This section (including Figure 7.1) owes an obvious debt to Kirzner (1963:18–22).

Each of these critical tests is discussed in Block and MacMillan (1985), and the final column of Table 7.2 draws heavily on this work. Of course an extensive literature exists in strategic management and strategic marketing which is a rich source of material on methods for appraising markets. For instance, see: Ansoff (1984); Day, Shocker and Srivastava (1979); Hughes (1978); Porter (1980, 1985); Rowe, Mason and Dickel (1986); Shocker and Srinivasan (1974); Wheelen and Hunger (1989); and Woodruff (1976). Surprisingly, however, apart from the literature on new product development and the diffusion of innovation, marketing theory has paid little attention to new business ventures and entrepreneurship (Hills 1984:51).

10 But it should be noted that piecemeal physical engineering may not be universally applicable at all stages of new product development. Loasby (1976:37) observes that the manufacture of aircraft engines requires building a full-scale prototype at an early stage.

11 This procedure of course presupposes that multiple competing approaches are available for evaluation in the first place; that is, it assumes that entrepreneurs adopt a policy of theoretical pluralism (see section 6.2.2).

12 At another juncture, Popper writes: ‘[T]he critical method, though it will use tests wherever possible, and preferably practical tests, can be generalised into . . . the critical or rational attitude’ (Popper 1976c: 115). In an economic context, this more general concept of objectivity can therefore also include the appraisal of entrepreneurial ideas by venture capitalists, technological and management consultants and other transactors in the market process. It also relates to the objective surrogates of entrepreneurial theories which are discussed in section 7.4.

13 The terms ‘test marketing’ and ‘market testing’ are used interchangeably in the marketing literature. However, because the latter term is defined more generally in this book (in the sense of the market as an environment for testing entrepreneurial conjectures at any stage of development), only the term ‘test marketing’ will be used to refer to tests specifically conducted in the marketplace prior to commercialisation. For an excellent overview of piecemeal methods of test marketing, including a discussion of potential difficulties, see Achenbaum (1974) and the references cited therein. Other good discussions which emphasise experimental aspects of test marketing include: Achenbaum (1964); Appelbaum and Spears (1950); Banks (1965); Cadbury (1975); Cox and Enis (1969); Davis (1970, 1972); Gold (1964); Klompmaker, Hughes and Haley (1976); Lipstein (1961, 1964); Scanlon (1978); Venkatesan and Holloway (1971); and Wilson (1971).


15 There is a burgeoning literature suggesting that a sound business plan is essential for securing funding from venture capitalists: Gumpert and Timmons (1982); Haslett and Smollen (1985); Kravitt et al. (1984); Mancuso (1983); Rich and Gumpert (1985a, 1985b); Timmons (1980); Timmons and Gumpert (1982); and Timmons, Smollen and Dingee (1990).

16 The appraisal of objective surrogates, such as business plans, by venture capitalists is examined in Harper (1992:320–334, 368ff.).

17 On the whole, this phase of the development of the innovation was characterised by the kind of dogmatism which can often precede criticism: ‘[Our marketing people] said it wouldn’t sell, and it embarrassed me to be so excited about a product most others thought would be a dud. But I was so confident the product was viable that I said I would take personal responsibility for the project’ (Morita 1986:81). At a later stage, however, interpersonal criticism superseded the dogmatic phase, as indicated by Morita’s (1986:81–82) description of how he revised his conception of the usage situations in which the Walkman would be enjoyed.
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18 The idea of verisimilitude sounds promising, in that it enables entrepreneurs to compare the relative truth-content and falsity-content of competing theories which have been shown to be false. However, the idea of verisimiloperational. For further discussions in the area, see Popper (1963:223–236; 1972: chs 2, 5) and Ackermann (1976:89–92).

19 More generally, the speed with which an entrepreneur responds to error ($R_e$) and revises his or her theory depends upon the entrepreneur’s philosophy of knowledge and learning methodology ($M$), the specificity of the entrepreneur’s human capital investment in existing theories ($H$) and the urgency of the problem or immediacy of the predicted event ($I$). Thus:

$$R_e = f(M, H, I).$$

20 Thus, DF entrepreneurs are indeed meek justificationists in disguise. Although they acknowledge the fallibility of all entrepreneurial ideas, DF entrepreneurs cling to the notion that there is an infallible rock bottom of observational knowledge which can be used to provide a final justification observational knowledge which can be used to provide a final justification (conclusive proof) of a refutation of their theories (cf. Lakatos 1970:95–99).

21 A distinguishing characteristic of SF entrepreneurs has already been mentioned in section 6.2.4: namely, that in testing their theories, they are not just interested in ‘refuting’ instances or in the ‘refutation’ of their hypotheses; they also aim to corroborate at least some of their novel predictions (i.e. to corroborate the excess empirical content of their theories). In other words, they are interested in discovering novel market facts rather than just empirical refutations.

22 As an aside, it is pertinent to note that two psychological profiles of entrepreneurial characteristics hint at some elements of sophisticated methodological falsificationism (Timmons et al. 1977; Welsh and White 1977; 1978; 1981). In particular, they emphasise an entrepreneur’s tolerance of ambiguity and persistence in solving problems, which correspond loosely to what I refer to as a recognition of the inconclusiveness of refutations and entrepreneurial tenacity against anomalies, respectively. These profiles specifically state that a characteristic of successful entrepreneurs is the ability to tolerate the ambiguity associated with seeking solutions to problems. Entrepreneurs are not expected to be intimidated by having to make decisions in ambiguous situations (which characterise logical refutations) (Welsh and White 1981:508–509). What is more, entrepreneurs are considered to be persistent problem-solvers: they are unlikely to be satisfied by the first indications of success; they keep on trying for improvements because experiments never come out perfectly. They are described as possessing an intense level of determination for overcoming hurdles; in terms of the growth-of-knowledge (GK) theory, they are not deterred by solitary anomalies, and they try to improve their tentative solutions in spite of setbacks.

23 The *Entrepreneurial Learning Methodology Inventory (ELMI)* described in Chapter 10 suggests how researchers could identify entrepreneurs who adhere to different methodologies, including different versions of falsificationism.
24 Both in science and in the marketplace, absolutely identical repetitions of a test are impossible. Spatio-temporal parameters at least will change, and this might affect the results. Furthermore, repetitions which agree in every detail except for their spatio-temporal parameters are extremely unusual. ‘So possibly relevant spatio-temporal parameters always vary, and possibly relevant non-spatio-temporal parameters usually vary also’ (Musgrave 1975:248). Like scientists, entrepreneurs use their background knowledge to determine whether a proposed market experiment counts as a repetition of a previous experiment. In particular, negligibility assumptions in the entrepreneur’s background knowledge assert that particular parameters which do change will not alter the results of the test.

25 For criticism of Popper’s treatment of diminishing returns from repeated tests, see: Grünbaum (1978); Musgrave (1975); O’Hear (1975) whose argument is, however, based on a misinterpretation of ‘background knowledge’; and Watkins (1978).

26 How many tests is sufficient is a matter of convention: it depends on the entrepreneur’s specific methodology (e.g. brand of falsificationism) and the characteristics of the particular test situation.

How often an experiment should be repeated depends on a variety of factors: the complexity of the experiment, the number of possibly relevant variations, the ambiguity or otherwise of the first results, the ease of repetitions, the theoretical importance of the experiment, and so on.

(Musgrave 1975:252)

27 More correctly, the entrepreneur integrates into her background knowledge not the particular results of her market experiments but the low-level universal (corroborating) hypothesis that she will obtain the typical test result \( p \) whenever the specified experimental conditions are met (cf. Musgrave 1971a: 2; 1974b: 590; 1975:251). Consequently, the prediction \( p \), which originally could only be derived from the entrepreneur’s theory \( T \) under test, now follows from the entrepreneur’s new background knowledge. Thus, further tests of \( p \) no longer constitute severe tests of \( T \) because \( p \) is no longer regarded as unlikely in the light of the entrepreneur’s new \emph{a priori} expectations or background knowledge.


29 For example, if it is assumed that each disturbance distribution has the same variance, \( \sigma^2 \), and that the distributions are independent, then it can be shown that the variance of \( \hat{B}^* \) is given by: \( \text{var} (\hat{B}^*) = \sigma^2 \Sigma p^2 \), where \( \Sigma p^2 = \sum (p_i - \bar{p})^2 \). The term \( \Sigma p^2 \), in the denominator essentially expresses the variation in the observed values of \( P \) (in fact it is the sample variance before scaling). Thus, the equation implies that the variance of \( \hat{B}^* \) depends inversely on \( \Sigma p^2 \), and that a relatively low variance of \( \hat{B}^* \) is produced by a relatively wide spread of values of the explanatory variable \( P \) (Stewart 1976:34). And in the hypothetical case discussed in the text, the spread of values of \( P \) is maximised by setting the price in one test market arbitrarily close to zero and the price in another market arbitrarily high.
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30 In the section from which this quotation is taken, Loasby (1976:51-52) is summarising Gallagher’s (1971) unpublished doctoral thesis, part of which describes a formal scheme for sequentially screening innovations in the chemical industry. This paragraph and the next draw heavily from Loasby’s discussion.

31 The saving is really one of net costs because many ideas which would eventually be rejected at later stages could still have substantial positive spinoffs for the development of other projects which turn out to be successful.

32 See too section 6.2.1 on the problem-sensitivity of entrepreneurs. Although Klein (1977:141–142) distinguishes between dilemmas and problems (‘minor dilemmas’), the GK conception of problems is sufficiently wide to encompass both of Klein’s categories. This becomes clear when one considers Klein’s (1977:142) characterisation of dilemmas: ‘when dealing with a dilemma, the important factor is explaining why an existing theory is not satisfactory’. Similarly, following Popper, I acknowledge that problems can involve the breakdown of existing theories.

33 It should be noted that the arrow symbol ‘→’ in Figure 7.3 does not mean the relation of logical deducibility or analytical implication. Each arrow between the $P_i$ and the $T_i$ can loosely be interpreted as meaning ‘evokes’ or ‘is followed by’. An arrow between the $T_i$ and the $EE_i$, should be read as ‘is subjected to’ or ‘is controlled by’. Finally, each arrow between the $EE_i$ and the $P_i$ means ‘gives rise to’.

34 This example was inspired by Block and MacMillan (1985).

35 Cf. Popper (1972:144, 165, 169, 287–288). If the new problem $P_2$ turns out to be merely a disguised version of the initial problem $P_1$, then the entrepreneur’s tentative solution $TS_1$ has only succeeded in shifting the problem. More precisely, it has led to a degenerating problem shift, and the entrepreneur will reject that theory as an inadequate solution to the problem.

36 Block (1989), Block and MacMillan (1985), Maidique and Zirger (1985), Sahal (1981) and Whyte (1975) all emphasise this theme in their studies of the development of new technological ventures. They argue that success in innovation depends on learning from past failures.

37 The original source on ‘concept-stretching’ is Lakatos’s work on quasi-empirical mathematics (1963–64:314–318, 324–336). In the following discussion, the term ‘concept-stretching’ is being used metaphorically and in a different sense from that of Lakatos.

38 In using the concept-stretching method, the entrepreneur must avoid inductivist pitfalls. Concept-stretching entrepreneurs do not seek to infer general theories from particular events or individual observations.

39 In addition, randomness and the associated notion of probabilistic independence in a sequence of (replicated) trials is not applicable because of structural uncertainty: the entrepreneur does not have a complete list of the courses of action and outcomes that are possible. ‘There must be a definite, given order if we want to speak of randomness’ (Popper 1974:1061; emphasis added). See section 3.2.
8

REFUTATIONS: CAUSES AND DIFFICULTIES

If one maps out a programmes of formulating and testing hypotheses on a decision tree, one must recognise that a refutation is not an event – it is a decision.

(Loasby 1987:11)

In the following section I examine the causes of the refutation of entrepreneurial theories from the point of view of the observing economic theorist. This point of view, of course, may or may not coincide with the explanations formed by economic agents themselves to account for the refutation of their own conjectures. To simplify the discussion, it is assumed for the moment that the responsibility for a refutation can be pinned on the entrepreneur’s theory itself rather than on any supplementary hypotheses made in order to test that theory. In later sections, however, I explain why identifying the source of a refutation is by no means a straightforward matter, neither for the economist nor for the entrepreneur. These sections emphasise in particular the perspective of the entrepreneur and discuss in detail the problems facing entrepreneurs in deciding whether their theories have been effectively refuted.

8.1 THE CAUSES OF REFUTATION

In general, an entrepreneurial theory is refuted because it fails to correspond to, and to include, all the actual developments which are relevant to the market problem that the entrepreneur is trying to solve. More specifically, entrepreneurial theories may be refuted by unforeseen endogenous disturbances or by purely exogenous changes. Because human decisions are indeterminate and impossible to predict in complete detail, it is inevitable that some entrepreneurial
conjectures will be rendered obsolete and refuted (see section 3.2). ‘The pattern of knowledge never stands still’ (Lachmann 1977:36).

As has already been discussed in section 5.1, in the face of a complex and structurally uncertain environment, entrepreneurs develop theories in order to be able to predict, to explain and to control market events. Because the market is a complex system and because their rationality is limited, entrepreneurs treat the market as a decomposable system since they cannot consider all the necessary interdependencies and interactions. For example, entrepreneurs may limit their conjectures to the actions of incumbent entrepreneurs in their particular industry and in concentrically related industries, but they may fail to consider the activity of potential competitors in unrelated industries. However, ‘[m]ajor innovations are very likely to violate the bounds of decomposability, including, very often, the bounds within which the critical invention is made’ (Loasby 1976:41). Mutations in consumer demand, in particular, are unlikely to be captured.

Consequently, the implication of limited rationality and entrepreneurial fallibility is that an entrepreneur’s theory may well be a misspecification of economic phenomena. It may thus be susceptible to refutation, because plans based on the theory will have unintended outcomes arising from the neglect of significant interaction effects. (More formally, the entrepreneur’s theory and plans may implicitly contain false negligibility assumptions.) For example, the entrepreneur’s model of governance costs may be misspecified – which leads the entrepreneur to draw inappropriate boundaries around the firm. (In some cases, entrepreneurs may even fail to take transaction costs into account at all (Picot 1986:4).) The result is that transactions are internalised which would have been conducted more cheaply via the market, given the actual low level of specificity of the inputs involved. Alternatively, the production of some idiosyncratic intermediate goods may be subcontracted on a frequent basis when they should have been manufactured in-house so as to avoid small-numbers bargaining problems. The inefficient setting of firm boundaries may give rise to higher governance costs than the entrepreneur expected. Revenue may fail to cover the sum of production and governance costs, so that entrepreneurial losses may ensue.

Another possibility is that the entrepreneur’s model of consumer demand is misspecified. For example, assume that the actual demand relationship for an entrepreneur’s good is a first degree (i.e. linear) function relating quantity demanded $Q_d$ to both the level of
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advertising expenditure $A$ and consumers’ disposable income $Y$. The true model then has three parameters, $\alpha, \beta_1, \beta_2$:

$$Q_d = \alpha + \beta_1 A + \beta_2 Y + e$$

Assume too that, as is often the case in economic relationships, both explanatory variables ($A, Y$) are themselves positively correlated.

Suppose, however, that the entrepreneur imagines that demand is characterised by a linear function between quantity demanded $Q$ and advertising expenditure $A$ alone, so that the entrepreneur unknowingly omits the consumer income variable $Y$ from her model (i.e. consumer income is mistakenly hypothesised to have absolutely no influence on demand, and $\beta_2$ is wrongly forced to be zero \textit{a priori}). The entrepreneur’s conjectured demand function thus has only two parameters, its intercept $\alpha^*$ and its slope $\beta_1^*$:

$$Q_d = \alpha^* + \beta_1^* A + e$$

In attempting to explain why market events happen, the entrepreneur may then ascribe to her firm’s advertising outlays sales changes which are really the result of variations in consumer income. The entrepreneur’s guess of the size of the advertising coefficient is likely to be inflated because it captures the separate effect of the omitted variable $Y$ on quantity demanded. In econometric terminology, the entrepreneur’s estimate of the true slope parameter $\beta_1$ will contain an upward bias because $\beta_2$ and Cov ($A, Y$) are both of the same sign: that is, the true coefficient of the omitted variable and the correlation between the omitted and the included explanatory variable are both positive. As a consequence, the entrepreneur will hold false conjectures about the effectiveness of advertising (i.e. the marginal sales productivity of an advertising dollar as measured by the estimated slope parameter $\beta_1^*$).

On the basis of this misspecified model of demand, the entrepreneur may overpredict the quantity demanded generated by the chosen level of advertising expenditure and may therefore supply the wrong quantity of the good. As a result, actual sales ($Q^a$) may be less than expected ($Q^e$). Actual revenue may fail to cover all production and governance costs, so that entrepreneurial losses may result. ‘[A]n actor’s mistakes which result from acting on the basis of false knowledge, even when the givens have not changed, will directly and endogenously cause changes in the future givens’ (Boland 1982:183). In this case, entrepreneurial actions based on a misspecified model of demand are likely to result in serious unintended
and unwanted changes in the entrepreneur’s financial position – which may impose constraints upon future decisions. Oversupply and entrepreneurial losses may lead the entrepreneur to discover that she made the wrong decision on the advertising budget. Depending upon her learning methodology, she may accordingly revise her model of the demand function – although the previous refuting evidence may be of little help in specifying future demand curves.

It should be noted, however, that on the basis of the misspecified model the entrepreneur could have fortuitously set an advertising budget such that actual quantity demanded was equal to that expected – so that the entrepreneur’s theory would coincidentally appear to resist falsification. In this case, the entrepreneur’s model of consumer demand would be falsely corroborated by the market test (see section 8.2.1).

In the following discussion, I emphasise three sources of refutation: internal inconsistency of the theory itself; incompatibility with the theories of other entrepreneurs; and unexpected exogenous changes. ²

One cause of the refutation of entrepreneurial theories – which does not arise from false conjectures about the decisions of other market participants – is that the theory is internally inconsistent. ‘A plan if it is to make sense must be based on one self-consistent scheme of expectations’ (Shackle 1949:111). An entrepreneurial theory is inconsistent if the chain of reasoning by which the entrepreneur progresses from one conjecture to another is logically invalid. Conclusions will then not follow logically from statements which represent the premises of the entrepreneur’s argument. More specifically, internal inconsistency arises if the end to be realised (e.g. the exploitation of a profit opportunity) is incompatible with other ends being pursued by the entrepreneur; if the entrepreneur’s own actions to realise the primary end have unintended and undesirable byproducts which eliminate the profit opportunity; ³ if the entrepreneur has false knowledge of the different means which are technically suitable (in terms of quantity and quality) for attaining that end; and if, in spite of believing that he or she has inadequate (access to) means, the entrepreneur attempts to achieve that particular end anyway (cf. Schutz 1943:142).

An example of an internally inconsistent entrepreneurial theory would be one that predicts that a positive profit is to be obtained by making speculative purchases at today’s high price in the expectation that the price will fall tomorrow. As a real-world example, internal inconsistencies in strategy were partly responsible for the failure of
the Ford Motor Company’s Edsel in the mid-1950s (see Brooks 1963; Hartley 1986: ch. 13; Reynolds 1967). The theory was to supply a medium-priced car embodying heavy horsepower and high-speed performance to young, upwardly-mobile executives and professional families. However, the means made available to produce and to distribute the new car – especially in terms of time and personnel – were inadequate to the ends desired. Production was rushed to market the Edsel on schedule, which resulted in poor quality control and the Edsel earning the reputation of being a ‘lemon’. In addition, an array of models increased quality control difficulties. A further internal inconsistency is that Ford had insufficient management personnel to staff the separate division set up to market the Edsel. The establishment of a separate division also added to the fixed costs of operation and raised the break-even point to a very high level. In addition, Ford and Mercury (two of the five divisions within the Ford Motor Company) extended their product lines, thereby cannibalising the market in which the new Edsel was supposed to be positioned.

Two main types of inconsistency can be identified. Diachronic inconsistency refers to incompatibility between the elements in an entrepreneurial plan which pertain to actions over time (past, present and future), whereas synchronic inconsistency relates to incongruity between various items of knowledge pertaining to actions, objects and events at any given point in time.4

Though necessary, the internal consistency of an entrepreneurial theory is not of course a sufficient condition for resisting falsification. Unintended consequences can still arise even if the entrepreneur’s theory is internally consistent, because an internally consistent theory can still be false. Assuming that the entrepreneur’s theory is internally coherent, the refutation of that theory reveals that the entrepreneur’s plan is incompatible with the plans of other market participants (i.e. other entrepreneurs, factor-owners and consumers) or that there have been exogenous changes which were not foreseen by any market participants (Hayek 1937).

In a society founded on specialisation and exchange, entrepreneurial conjectures are primarily concerned with the actions of other market participants (Richardson 1960; Shand 1984:70). An entrepreneurial theory involves the entrepreneur forming conjectures about other entrepreneurs’ conjectures (or making predictions about predictions). In forming her buying, selling and investment plans, the entrepreneur cannot avoid making conjectures about the future
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actions of those from whom she intends to buy and those to whom she intends to sell. However, these conjectures imply that the entrepreneur must also ultimately form conjectures about the future actions of potential rival entrepreneurs whose buying, selling, and investment decisions compete with her own (Kirzner 1973:11).

The entrepreneur’s decision to invest is based on the assumption that future revenue will more than cover the costs of production and governance. When that future period is reached, however, consumers may not be prepared to pay the expected price for the quantity supplied. The entrepreneur’s plans are not compatible with those of consumers. The entrepreneur has held false conjectures about the most urgent unsolved problems of consumers, which are being addressed more satisfactorily by the products offered by rival entrepreneurs. Because their theories of latent demand are very often false, entrepreneurs often underestimate the marketing costs involved in reaching their target markets and in explaining to potential customers how a new product is related to the solution of one of their particular problems.

Even in principle (let alone in practice), it is impossible for the entrepreneur to possess corroborated knowledge of the future actions of other entrepreneurs because these actions are not predetermined and are being conceived at the same time as the entrepreneur is deciding upon his or her own course of action (see section 3.2.1). Other relevant decisions may already have been taken by rivals but will not be known to the entrepreneur in the absence of collusion, espionage or headhunting key personnel. In disequilibrium, therefore, some, if not many, entrepreneurs will have their conjectures falsified because the actual actions of other entrepreneurs differ from those which they had specifically envisaged or which were indirectly implied by their own conjectures (cf. Hayek 1937:38; Kirzner 1979b: 23). Hence, falsificationist entrepreneurs are conscious of the tentative nature of their conjectures and recognise the possibility that their conjectures will be falsified by the autonomous imaginations of other entrepreneurs.

An interesting example of inconsistency among entrepreneurial plans relates to a segment of the computer data storage industry: the Winchester disk-drive industry. Both entrepreneurs and venture capitalists ignored the logical implications of their individual decisions on start-up and investment (Sahlman and Stevenson 1985:80). Forty-three different manufacturing ventures were started up in an industry segment that could be expected in the long run to sustain perhaps
four firms. The result was a much greater intensity of competition than predicted, rampant price-cutting, a sharp fall in margins, and rapid proliferation of better or cheaper technologies which displaced existing technologies. All of these forces combined to put intense pressure on the financial resources of disk-drive firms. An industry shakeout ensued, as well as a tremendous decline in the stock prices of some of the leading disk-drive firms (Sahlman and Stevenson 1985:88–90).

Another instance of inconsistent entrepreneurial plans relates to the case of quadraphonic sound systems in the home audio market. Competing firms offered incompatible four-channel systems (‘matrix’ and ‘discrete’ technology), which hindered the development of a viable customer base. Their promotional efforts were diverted to making negative claims about rival quadraphonic systems, rather than to challenging stereo sound. Customer confusion and ambivalence about the entire product concept thus emerged, and audio retailers made little effort to market the new medium. In addition, rivalry between sponsors of matrix and discrete systems resulted in premature product introduction as each sought to prevent the other from building a network and pre-emptively establishing the quadraphonic standard (and thus obtaining the profits associated with the ‘winning’ technology). The relatively poor quality of early products compounded problems by seriously damaging the reputation of the new product category with consumers, retailers and recording artists.

Entrepreneurs may also hold false conjectures about the extent and efficiency of resources to which they have access (Lachmann 1943:15). In this case, entrepreneurs’ plans are incompatible with the plans of resource-owners (capitalists, suppliers of labour and landowners). These false conjectures are also ultimately falsified by the actions of other entrepreneurs, however. If entrepreneurs are unable to secure factors of production at a cost at which they can profitably employ those factors, the reason is that factor-owners are able to sell their services to other entrepreneurs (not necessarily restricted to any particular industry) who can afford to make higher bids for resources because they are more successful at solving consumers’ problems (cf. Rothbard 1970:601).

Strictly speaking, consistency (or inconsistency) is a purely objective logical relation which holds only between propositions, statements or theories. Thus, the proposition, ‘the entrepreneur’s action is inconsistent’ is false or meaningless because the entrepreneur’s action is not a proposition or a conjunction of
propositions (cf. Lakatos 1970:99). Only statements of actions (as specified, for example, by entrepreneurs in their business plans or by omniscient observing economists) can be consistent or inconsistent. Similarly, the fact that there is a lack of consistency within and between particular entrepreneurial theories is a logical fact, which holds irrespective of whether or not any economic agent has recognised this inconsistency (cf. Popper 1972:299). Consequently, even if economic agents fail to notice that their ideas contradict each other (i.e. Hayekian intertemporal disequilibrium), such disequilibrium will still exist.

There is yet another source of refutation that could arise even in the extremely unlikely (though theoretically conceivable) event that individual plans are mutually compatible: namely, a lack of correspondence between consonant individual plans and the actual external events. Even if all the individual plans of the entrepreneurs and consumers dovetail perfectly, so that there was a potential set of external events (or objective data) which would enable all the plans to be materialised and to resist refutation, the actual events may not correspond to the unanimous expectations of all market participants (Hayek 1937:39–43). Circumstances which are not part of their plan of action but which are relevant to their decisions may turn out to be different from what they anticipated (1937:42). Such unforeseen exogenous changes may include acts of nature, such as drought, floods, earthquakes, hurricanes, eruptions, fires and accidents. It is a characteristic of exogenous disturbances that agents do not themselves bring about these changes by the very act of carrying out their plans (O’Driscoll and Rizzo 1985:100). They are factors that are unambiguously unforeseen by all market participants. As a result of the exogenous change, the actual price–quantity configurations of inputs and outputs supplied and demanded (as well as the actual constellation of other elements of the marketing mix) will differ from the equilibrium levels implied by the inter-compatible plans.

It should be noted that if plans are not perfectly coordinated, it is not meaningful to refer to unexpected exogenous changes in objective data as a source of refutation of entrepreneurial theories. ‘Indeed, in a subjectivist framework, a change in the objective data can only be defined relative to a state of coincidence of expectations, irrespective of whether there is any absolute change’ (Böhm 1986:25; original emphasis). If expectations are not compatible, actual market events may corroborate the conjectures of some entrepreneurs and falsify the expectations of others. Hence, there is no basis for
identifying a change in the objective data. Those entrepreneurs able to carry out their plans correctly anticipated the market event, so that from their subjective point of view, no change has occurred: expected and actual outcomes do not diverge (Hayek 1937:40). However, the successful fulfilment of entrepreneurs’ market plans does not necessarily imply that their knowledge is correct; and the theories of those entrepreneurs whose market plans fail are not necessarily false, a point which Hayek does not emphasise. It is these matters that I shall now consider in the next section.

8.2 DIFFICULTIES IN DETERMINING WHETHER A CONJECTURE HAS BEEN REFUTED

In this section I consider the major difficulties which entrepreneurs encounter in determining whether their conjectures have been effectively refuted. One difficulty is that the empirical evidence, which entrepreneurs use to critically evaluate their conjectures, is itself impregnated with hypotheses and is therefore fallible (section 8.3). The theory-laden nature of evidence is actually only part of a much more comprehensive problem. The main difficulty which I investigate is the Duhem–Quine irrefutability thesis (section 8.4). The implication of the thesis is that determining whether an entrepreneurial conjecture is false is by no means an unambiguous matter. ‘[E]rror correction may be faltering and incomplete’ (Loasby 1982a: 122), because the testing of entrepreneurial ideas – both prior to commercialisation and in the marketplace – cannot be conclusive.

However, before I analyse the Duhem–Quine thesis and other difficulties, it is convenient to look at the types of mistakes that entrepreneurs can make in interpreting the results of their experiments. In particular, I first discuss false refutations and false corroborations (section 8.2.1) and then examine these decision errors in more detail by means of an analogy from statistical inference (section 8.2.2).

8.2.1 False refutations and false corroborations

The decision to reject or not to reject an idea is made under structural uncertainty. An important consequence of entrepreneurial fallibility is that entrepreneurs are liable to make errors in determining whether
a conjecture has been effectively falsified and are prone to making mistakes in their relative appraisals of competing theories. There are definite, but unknown, possibilities of making two types of error: false refutations and false corroborations. A false refutation involves the entrepreneur rejecting a conjecture in the mistaken belief that it has been effectively refuted by empirical testing when in fact the conjecture is basically sound. False refutations may arise in at least two ways. First, the entrepreneur may conduct an inappropriate test (which may involve applying criteria reflecting product or technical standards that are not relevant to consumer requirements), so that the conjecture is refuted but only by the wrong test. For example, Loasby (1976:55) pinpoints inappropriate screening criteria as having led the ICI Paints Division to fail to exploit an opportunity to commercialise a new type of paint. A new paint had been developed, which, when applied to wet plaster, could be immediately peeled away from the wall as a sheet. Because this product characteristic did not match scientists’ technical standards, the paint was rejected, even though the technical standard did not reflect the needs of do-it-yourself householders. However, a similar paint was successfully marketed by a competitor. It has been suggested that this type of false refutation results from an incorrect definition of the (customer) problem. Had the problem been correctly specified and the appropriate test undertaken, the conjecture might well not have been falsified.

A second case of false refutations arises if the appropriate test is undertaken but the entrepreneur interprets the results incorrectly. The entrepreneur interprets the test results as implying that the conjecture has been refuted (i.e. the entrepreneur regards the conjecture as false) whereas a more accurate interpretation of the results is that the conjecture has been corroborated.

Classic examples of false refutation concern some of the greatest commercial success stories of all time. For instance, the inappropriate screening procedures of the Victor Talking Machine Company meant that it dismissed the innovative opportunity represented by radio (but RCA did recognise the opportunity) (Hanan 1969b). Furthermore, numerous companies turned down the opportunity to develop Chester Carlson’s new process of electrophotography (later called xerography) which would in years to come revolutionise office copying (Dessauer 1971; Jewkes et al. 1959; Quinn 1979:20). Included among those who failed to perceive the novel promise of this new idea are the managers of IBM, Remington Rand and Eastman Kodak. The invention was eventually licensed and
developed into the first marketable xerographic copier by a small photo-paper firm called Haloid Company, which grew to become the giant multinational, Xerox Corporation.

Thus, a theory which has on a previous occasion been falsely refuted may be reinstated (i.e. corroborated) at a later date. But a once-refuted theory which is subsequently corroborated need not necessarily have been wrongly refuted in the original instance. A refuted entrepreneurial idea may be retested and corroborated, perhaps because new or changed conditions make it now seem more promising or appropriate (this is in contrast to biological evolution, where previously rejected mutations cannot be recalled when conditions change (cf. Nozick 1974:317)). For example, entrepreneurial theories concerning particular items of fashion which were popular many years ago, and which were finally refuted at some stage, may be retested in later years and be corroborated.

False corroboration arises when entrepreneurs complete their transactions at the terms which they had predicted, thereby capturing lucrative profit opportunities, even though their plans are based on conjectures, the falsity of which they could only have discovered by experimenting with alternative trading configurations. Consequently, the successful execution of plans in the market does not ensure that the entrepreneur is in fact not mistaken. False corroboration also occurs when the entrepreneur allows a false conjecture which should have been refuted by successive stages of screening and testing to progress to commercialisation. The entrepreneur believes a conjecture to be corroborated by a test, whereas the theory is in fact false.

Corfam represents a dramatic example of false corroboration. Corfam was a new material which DuPont had developed to replace leather for shoe uppers. In order to test the market acceptance for this new material, more than 15,000 pairs of shoes made from Corfam were subjected to consumer-use testing before full-scale introduction. ‘No product has been more thoroughly market tested prior to coming to market than Corfam’.10 The new product was a mighty failure, however. Among the key factors which account for its lack of success can be included researchers’ misinterpretation of the results of market testing. In particular, evidence that a significant (8 per cent) proportion of consumers in the sample experienced some discomfort was deemed not to be a serious threat to their theory of latent demand. In hindsight, such a decision to reject possible refuting evidence was unwise, especially given that the new material did not mould to the foot as does leather, and given also that it was expensive. After seven
years of huge losses estimated as high as $US100m, DuPont abandoned the venture and sold the process and selling rights to Polimex-Sekop, a Polish government-owned manufacturing operation (Hartley 1986:210).

False corroborations can occur because a theory which is false may still lead the entrepreneur to an indefinite number of consequences (i.e. predictions) which are in fact true (cf. Magee 1973:42). This problem is especially vexatious for economic decision-makers who act on the basis of a misspecified model of the world:

Among the many difficulties that can occur with a misspecified model, one of the most trying is the possibility that such a model can make correct predictions over some range of policies. The apparent confirmation in this ‘misspecification trap’ can prevent the decision maker from pursuing an improved model that would reveal superior alternatives remote from current policy. (Cohen and Axelrod 1984:30; emphasis added)

In a structurally uncertain environment, the path of the entrepreneur is littered with ‘misspecification traps’. Entrepreneurs may unwittingly omit relevant explanatory variables from their models of the world and may unknowingly disregard qualitative changes in one or more variables; and they may unintentionally include irrelevant explanatory variables or may even inadvertently specify an incorrect relationship between the relevant variables. And yet in spite of these errors, entrepreneurs may still be successful in their predictive activities within a certain domain of application, and they may interpret their theories as being corroborated.

Chance and compensating errors also play a role in false refutations and false corroborations. A false refutation can arise from a windfall loss (i.e. bad luck). Similarly, a false corroboration can arise from sheer chance. Windfall gains are generated by unanticipated changes which lead to a market test result which appears to corroborate the entrepreneur’s vision, even though the apparent corroboration was due to factors which were no part of the entrepreneur’s set of conjectures (see Kirzner 1979b: ch. 10, esp. 177–180).

For example, consider the case of an entrepreneur who unknowingly holds the false conjecture that on any week-day it is possible to make a profit by selling Japanese magazines on a particular street corner in central Munich. Suppose that in order to test that conjecture, the entrepreneur undertakes a market trial, and that the
entrepreneur’s expectations seem to be corroborated: on the day of
the market test a sufficient number of magazines are sold at a price
which yields a profit. For the sake of argument, suppose that the
entrepreneur had absolutely no expectation whatsoever that on this
particular day there was going to be an international fair on
electronics at the Munich exhibition centre, at which a substantial
proportion of the delegates were Japanese. (In Shacklean terms, the
trade fair is associated with an absolute maximum potential surprise.)
In addition, assume that if it had not been for the fair, no Japanese
magazines would have been sold. In such a case then the market
profit is captured by sheer luck on the part of the seller and cannot
be attributed to superior vision unique to the entrepreneur.

However, had the entrepreneur realised that there might be an
international function attended by Japanese guests (that is, if the
entrepreneur’s conjectures did not exclude the possibility of an
international event), the corroboration of the entrepreneurial idea
could not be attributed completely to sheer chance:

[A]ny windfall realized receipts to which any degree of potential
surprise less than the absolute maximum . . . was attached,
ought not to be classified as due to pure luck; but any part of
the windfall realized receipts which had carried the absolute
maximum potential surprise ought to be so classified.

(Shackle 1969:268)

Furthermore, it is conceivable that a false conjecture fails to be refuted
by a market test because its errors offset each other (i.e. there is a
compensation of errors in different directions). I will consider these
issues in more detail in my discussion of the Duhem–Quine thesis
(especially in section 8.4.1).

8.2.2 An analogy

The two types of errors discussed above correspond to Type I and
Type II errors in the classical Neyman–Pearson theory of statistical
inference (see Lehmann 1959 for a detailed treatment). False
refutation is tantamount to Type I error, which is the mistaken decision
to reject a true hypothesis, and false corroboration parallels Type II
error, which is the mistaken decision to accept (or not to reject) a
false hypothesis. Type II error also includes premature introduction
of new solution concepts which might have been commercially
successful under different circumstances (e.g. quadraphonic sound
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systems). In general, the entrepreneur has no way of setting up a market test that is not to some extent exposed to the risk of both types of error.¹³

Before I proceed further, it is important to emphasise that the use of this analogy from statistical theory should not be taken to imply that entrepreneurs operate under conditions of parametric uncertainty in which the probabilities of each type of decision error can be precisely calculated and manipulated at will. Structural uncertainty implies that entrepreneurs cannot have the knowledge (neither prior nor posterior) which would be basic to the calculation of such probabilities (see section 3.2.1). Consequently, entrepreneurs do not employ a weighted averaging process in setting up their tests, and they do not make their decisions in terms of well-defined loss (or utility) functions. They are not able to compare the expected losses for alternative pairs of probabilities of Type I and Type II errors, so that an optimal pair can be chosen. Having given this caveat, I can now consider the implications of this analogy for characterising the entrepreneur’s decision problem.

Entrepreneurs adopting a compensatory (as opposed to a priority-based) choice model will emphasise the trade-off between their errors of rejecting good ideas and their errors of accepting bad ideas. In so far as they perceive an inverse relation between the likelihood of making Type I and Type II errors, entrepreneurs can reduce the chance of one type of error only by increasing the chance of the other type of error. For any given experimental set-up, different entrepreneurs will hold different views on whether they are less or more likely to mistakenly dismiss a hypothesis than to mistakenly accept one.

In addition, individual entrepreneurs may form their own conjectures about the relative economic consequences of each type of decision error. The cost of making a Type I error consists of the forgone profit from failing to introduce an innovation that would have been tremendously successful. The cost of making a Type II error is the economic loss incurred from approving a new product idea which eventually fails in the marketplace. Consequently, if the error of rejecting a good idea (Type I error) is expected to be costly relative to the error of failing to reject a bad idea (Type II error), the entrepreneur will try to design a test which involves a lower chance of the first kind of error. For example, by lowering the reservation level for a particular screening criterion (e.g. the post-trial purchase intention score in a product test), the entrepreneur may expect to reduce the chance of a good idea being rejected (Type I error) and to
increase the chance of a bad idea being accepted (Type II error) (cf. Sah and Stiglitz 1986:722). The same effect could also be achieved by lowering the level of the minimum consensus which is required for accepting an action-scheme in an entrepreneurial team of a fixed size (cf. Sah and Stiglitz 1988:451, 455–459).

If, on the other hand, the total net cost of Type I error is imagined to be less than that of Type II error, it is rational for the entrepreneur to attempt to set up the test in such a way that the possibility of the first kind of error is greater than that of the second. (Conservative entrepreneurs in particular will conjecture that the cost of failing to acknowledge a truth is less than the cost of accepting a falsehood.) The entrepreneur may adopt a stringent rejection rule which is anticipated to imply a greater chance of a Type I error than of a Type II error. An example would be to reject all ventures which do not have a high supposable return on investment.

It seems reasonable to propose that an entrepreneur may have vague hunches about which type of decision error is likely to be the more costly. But it may well be the case that the entrepreneur has absolutely no idea about the potential cost of drawing an incorrect conclusion from a test. It should at least be clear that the entrepreneur cannot be sure of the profit opportunity forgone as a result of a Type I error because the rejected venture is never fully realised (not by that particular entrepreneur, in any case). And if the entrepreneur were convinced (rightly or wrongly) about the profit opportunity attached to a particular commercial venture, then, provided he or she were not frustrated by a lack of resources, the entrepreneur would not pass up the chance of taking advantage of the pure profit possibility: ‘One does not refrain from exploiting a truly perceived opportunity for pure gain’ (Kirzner 1979b: 169; see too 1983b: 64–65). As a result, the entrepreneur would not reject the project in the first place and so would not commit the Type I error (though the profit opportunity could turn out to be only apparent, so that the entrepreneur would end up making a Type II error).

Of course, in setting up a test, entrepreneurs do not have to apply a compensatory model of choice. They can adopt other types of choice models, such as a priorities-based (lexicographic) method of taking decisions. In a particular variant of this latter model, the entrepreneur will rank Type I and Type II errors in order of importance (e.g. in terms of their cost implications) and will set maximum tolerable levels of conjectured possibility for each. For the testing schemes under consideration, the entrepreneur will then estimate the possibility
of each type of error in the appropriate sequence and will only choose a test set-up which satisfies both aspiration levels. They thereby avoid considering trade-offs of the conventional kind between Type I and Type II errors.

Attribution theory can provide an explanation for why we would expect entrepreneurs to have a greater fear of Type II error than of Type I error and to rank the former ahead of the latter in their priority systems. Suppose that entrepreneurs try to conduct themselves in a way that impresses other economic agents, such as investors and other stakeholders in their ventures, and that they accordingly try to evoke external attributions (i.e. attributions to external causes) to negative outcomes associated with their ventures. If other economic agents can be assumed to explain an entrepreneur’s mistakes and failures in accordance with attribution theory (e.g. Weiner 1974 and van Raaij 1985), they will attribute mostly external causes to forgoing a profit – as happens, for example, when an entrepreneur fails to approve a good idea (Type I error). In contrast, other people will be expected to give mainly internal attributions (i.e. to blame the entrepreneur) for incurring a loss due to approving a bad idea (Type II error), irrespective of the size of the loss. The reason for these inferences of causality is that economic agents take the status quo as a reference point: the maintenance of the status quo is less attributable to a person than is a change from the existing state of affairs. Consequently, forgoing a profit due to a Type I error is similar to maintaining the status quo and is thus more externally attributed (cf. Thaler’s (1980) discussion of the endowment effect). In contrast, incurring a loss as a result of a Type II error implies a deviation from the status quo, and thus the entrepreneur is held responsible for that divergence.

8.3 THE THEORY-LADEN NATURE OF EVIDENCE

One difficulty which entrepreneurs encounter in determining whether a theory has been falsified is that the facts gathered to expose the theory to refutation are selected and determined by the theory itself, so that all evidence is to some extent theory-laden.14 ‘[F]actual statements . . . either contain theoretical assumptions or assert them by the manner in which they are used’ (Feyerabend 1975a: 31; original emphasis).

Almost all the claims, including test-statements, that an
entrepreneur makes about the world are essentially theoretical in character. Entrepreneurs are theorising all the time, even when they are making the most trivial singular statements in ordinary speech (cf. Popper 1959:423). For example, if the entrepreneur observes that ‘m consumers paid producer b a price of $n for x units of good y at time t’, then the description of this market event may at first appear to be theory-free. However, even this low-level, seemingly innocuous description transcends experience, because by describing something as a ‘price’ the entrepreneur is attributing to it properties which go beyond direct observation of this market event. That is, ‘price’ is a theoretical term: assigning a definite numerical value for the price presupposes that there is a medium of exchange, a store of purchasing power and a unit of account in which prices for transactions can be expressed. The price reflects the ratio of exchange of good y for money. ‘Money is money precisely because it is generalised purchasing power. It is “generally acceptable in exchange” – a phrase which implies the existence of underlying general laws’ (Hollis and Nell 1975:108). That is, ‘price’ and ‘money are universal terms, and universals always describe a law-like behaviour or a systematic relationship. Similarly, the basic terms ‘producer’ and ‘consumer’ in the test-statement above presuppose a particular allocation of economic roles or functions. These terms apply to economic agents who have dispositions to act in a certain regular manner (e.g. to sell and to consume, respectively) (cf. Popper 1959:424–425). Indeed, whenever entrepreneurs specify observation statements which contain one or more terms designating such economic concepts as price, cost, profit, capacity, production and consumption, those statements will always depend upon theory (cf. Hollis and Nell 1975:108–109). For entrepreneurs, there is no domain of brute atomic facts.

In addition, the interpretation of data always depends upon, and presupposes, the entrepreneur’s point of view and the problems that he or she is trying to solve. Difficulties of interpretation are exacerbated when empirical data are not available in a form which corresponds to the entrepreneur’s theoretical constructs. Problems of aggregation may then be involved (cf. Caldwell 1982:241–242; 1984c: 493).

In attempting to test their theories in terms of observed predictions, therefore, falsificationist entrepreneurs encounter a paradox, because these very observations are profoundly conditioned by their preconceived theories: ‘even the careful and sober testing of our ideas
by experience is in its turn inspired by ideas; experiment is planned action in which every step is guided by theory’ (Popper 1959:280). The research design, the specific testing procedure to be used, the test market to be selected, the criteria to be employed, the data processing techniques used and the evidence to be gathered, are not derived independently from the theory. For example, the specific design of a concept test, including the choice of method by which to present the product benefit to potential consumers (e.g. as a written description, a picture, or a mock-up of the product), reflects theoretical presumptions, and these presumptions may produce evidence in their own support. The entrepreneur will have to grapple with the problem that the form of the concept presentation can have a dramatic influence on the respondents’ reactions to the concept, so that it may be difficult to determine precisely what has been measured (Haley and Gatty 1968, 1971; Tauber 1972). There is always the possibility that respondent reaction to a defective concept presentation might be misleading (Aaker and Day 1980:531).

In a phrase, all entrepreneurial knowledge is theory-impregnated. But it should be noted that although economic facts are not theory-free, they may sometimes be theory-neutral, in the sense that they are consistent at some level with a number of entrepreneurial theories which conflict with each other at some higher level of abstraction:

Yes, facts are to a greater or lesser extent theory laden, but they need not be wholly constituted by the theories that they are adduced to support. . . . In short, facts have at least some independence from theories if only because they may be true although the particular theory in question is false. . . . Once we grant that completely, certain knowledge is denied to us, there is nothing inherently uncomfortable about the profoundly theoretical nature of our very way of looking at facts in the real world.

(Blaug 1980:42)

As a consequence, economic agents who maintain quite different theories, including different theories about method (i.e. different methodologies), can sometimes reach a high degree of agreement as to what the facts of a market situation are. That is, intersubjective agreement over factual claims about market conditions is in principle possible (cf. Popper 1959:104). For example, two or more members of an entrepreneurial team may accept specific evidence as relevant for deciding between
their competing viewpoints. Economic agents who share the same methodological theories are more likely to arrive at agreement concerning market facts than agents who use differing methods, but methodological agreement is neither a necessary nor a sufficient condition for such intersubjectivity (cf. McLaughlin 1971:465).

8.4 THE DUHEM-QUINE THESIS

Working out why one’s plans cannot be carried out in the market (i.e. identifying the source of a refutation) is by no means a straightforward and unambiguous matter. The major difficulty that confronts entrepreneurs in interpreting the results of their market experiments arises from the Duhem–Quine irrefutability thesis (hereafter referred to as the DQ thesis). This thesis states that it is impossible to falsify conclusively a single hypothesis because it is always necessary to test an individual hypothesis in conjunction with various auxiliary hypotheses (or theoretical assumptions or background knowledge).17

The DQ thesis can be elaborated with the help of elementary logical symbolism. From section 4.2, it will be recalled that by means of the principle of modus tollens, entrepreneurs can argue from the falsity of their predictions against the truth of their premises:

\[
\left[ (T \rightarrow) \cdot (~P) \right] \rightarrow (~T)
\]

where \(T\) is a particular entrepreneurial idea or theory, \(P\) is the entrepreneurs prediction (e.g. about the existence of a profit opportunity) and the symbols \(\rightarrow\), \(\cdot\) and \(~\) mean ‘imply’, ‘conjoined with’ and ‘not’, respectively.18

However, the structure of a market experiment is more complicated than the above schema would suggest. It is not just the entrepreneur’s particular theory \((T)\) alone which is tested or confronted with experiment, but the theory in conjunction with any supporting hypotheses \((A)\) that the entrepreneur makes (Amsterdamski 1975:92–93). Expressed symbolically, an entrepreneur faces the following situation whenever his or her plans cannot be carried out in the market without disappointment:

\[
\left[ (T \cdot A \rightarrow P) \cdot (~P) \right] \rightarrow (~T \cdot A)
\]

where \(T\) is the specific idea which the entrepreneur is testing, \(A\) is
the entrepreneur’s set of background assumptions and $T \cdot A$ is their
conjunction.

Thus, the result of testing entrepreneurial plans in the market is
not conclusive. The individual entrepreneur cannot be certain
whether the theory itself ($T$) or only the auxiliary conditions ($A$)
have been refuted in the falsifying experiment.\textsuperscript{19} When actual market
events diverge from what they predicted, entrepreneurs learn that
something is wrong in their stocks of knowledge. They know that
they cannot hold on to their entire conjectural framework ($T \cdot A$) if
it clashes with apparently respectable market evidence, because to
do so would be to violate the law of contradiction. They know that
at least one of their hypotheses ought to be modified, but they do
not know what is to be modified, nor do they know how many
hypotheses need to be corrected, for they could all be false. In
summary, entrepreneurs cannot pin down the ‘cause’ or the source
of the apparent failure of their plans. The most that an entrepreneur
can say is that the conjunction of his or her particular theory ($T$)
with a particular set of supplementary hypotheses ($A$) is in trouble.

The DQ thesis thus implies that, with sufficient imagination, an
entrepreneur can always save any cherished idea from refutation
whenever his or her plans are disappointed by market participation:\textsuperscript{20}

Any statement can be held true come what may, if we make
drastic enough adjustments elsewhere in the system. \dots
Conversely, \dots no statement is immune to revision.

(Quine 1980:43)

Whenever plans cannot be carried out, the extent of adjustment required
by the entrepreneur is usually not just limited to changing a couple of
assumptions. If an entrepreneur modifies one or more assumptions
because of some conflict with market experience, then this modification
will require adjustments to some other assumptions in order to restore
internal consistency in the entrepreneur’s system of knowledge.
‘Reëvaluation of some statements entails reëvaluation of others, because
of their logical interconnections’ (Quine 1980:42). Thus, the ramifications
of failing to realise an entrepreneurial plan extend far beyond the original
set of conjectures and expectations upon which that plan was based.

Similarly, given the rationality assumptions put forward in Chapter
4, it is not possible for the entrepreneur to rescue some treasured
conjecture from falsification by merely adding one or more new
auxiliary hypotheses to his or her existing stock of knowledge.
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Elementary logic demonstrates that simply adding an extra premise to the entrepreneur’s theoretical system does not get rid of any of the original consequences (including past predictions about market events). In particular, it does not eliminate the consequence (prediction) which was refuted by market testing (cf. Musgrave 1974b: 592). Thus, the entrepreneur will have to modify or discard any premises which logically entail the falsified prediction. Logic will also compel the entrepreneur to reject any already accepted hypotheses which contradict the new auxiliary hypothesis which has been introduced to save the conjecture in question from refutation.

The question arises as to how much of the entrepreneur’s stock of knowledge is confronted by any single market experiment. In particular, must the DQ thesis lead entrepreneurs to a holistic view of the market tests which they conduct?21 Taken to its radical extreme, a holistic version of the DQ thesis would imply that every market test of an entrepreneurial plan is a test of all the entrepreneur’s knowledge:

[O]ur statements about the external world face the tribunal of sense experience not individually but only as a corporate body.

(Quine 1980:41)22

However, as a matter of logic, each market test cannot be a challenge to the totality of the entrepreneur’s knowledge because not all the entrepreneur’s knowledge is necessary for deriving a particular plan, and therefore, not all of it is tested when the entrepreneur tests that plan. ‘The ramifications of falsifications may be considerable, but they do not lead everywhere’ (Musgrave 1971a: 4; original emphasis). Large chunks of the entrepreneur’s knowledge may be irrelevant to any particular market test. Consequently, there is some decomposability in the systems of theories and assumptions with which entrepreneurs confront the empirical world. For example, entrepreneurs with a background in physics who are starting up a high-tech venture are able to avoid testing their physical theories of dynamic systems along with their entrepreneurial theories of latent demand, of governance and of production, even though they may apply their physical theories, however inappropriately, to explain the movement of the market system and to find supposed laws of motion pertaining to it.

8.4.1 An example

A simple example will help to make the implications of the Duhem–Quine thesis clear.23 Hopefully, this example will at least suffice to
show that the testing of plans in the market inevitably entails bringing in a substantial baggage of additional assumptions.

Suppose that an entrepreneur wishes to test a hunch ($H_T$) about the market:

$$H_T$$ There is a latent demand for at least 1000 units per day of a new low-cholesterol ice-cream product at a unit price of DM 4.50 within the Englischen Garten in Munich during the summer months of 1995.

From this hypothesis (and others), the entrepreneur deduces the prediction ($P$) that she can sell more than 1000 items of the new characteristics-bundle at a price of DM 4.50 over the specified time period within the Englischen Garten. In order to test her target conjecture ($H_T$), the entrepreneur also necessarily ends up testing it in conjunction with auxiliary conjectures about, among other things, the appropriate design of the market experiment, the distribution channel and promotional devices that would be effective, the personal characteristics of sellers and competitors’ activities. The types of additional hypotheses ($A_1, \ldots, A_m$) that the entrepreneur needs to introduce in order to reason from her main hypothesis ($H_T$) to its prediction ($P$) can be itemised as follows:24

$$A_1$$ Five sellers, each with a mobile refrigerating system, are an effective distributional and promotional channel for this market experiment.

$$A_2$$ Each member of my salesforce has the personal characteristics – experience, ability, efficiency, motivation, persistence, tact and appearance – required for the successful marketing of my new ice-cream product.

$$A_3$$ A test market conducted in fine weather conditions during the month of July between the hours of 10a.m. and 4p.m. on a day of the weekend is a representative test.

$$A_4$$ The production team will be able to deliver the specified quality of the new ice-cream product on schedule.

$$A_5$$ The information system set up to record the results of the test market is adequate.

$$A_6$$ The sets of market data to be collected are appropriate measures of sales and of price.

In addition, the entrepreneur introduces *ceteris paribus* conditions
(C₁, . . . , Cₙ) that encompass a potentially infinite number of excluded environmental changes which could conceivably occur while the market test is being conducted (though in practice, entrepreneurial hypotheses underlying *ceteris paribus* conditions are typically not made explicit):

- **C₁** Competitors’ marketing programmes will not change during the period of the test.
- **C₂** Consumers’ incomes will not change during the period of the test.
- **C₃** The prices of substitutes and complements will not change during the period of the test.
- **C₄** The population of potential consumers in the region will not change during the period of the test.
- **C₅** Consumers’ tastes will not change during the period of the test.

Thus, the entrepreneur must specify an elaborate ‘experimental hook-up’ between the particular idea that she is seeking to realise and the concrete market experiment. Such an experimental hook-up consists of a hierarchy of auxiliary assumptions (A₁, . . . , Aₘ; C₁, . . . , Cₙ) which relates the target hypothesis (Hᵀ) to the particular market test. The entrepreneur’s chain of deduction for deriving the testable prediction P is thus:

- **Major premise:** If Hᵀ (and A₁, . . . , Aₘ, C₁, . . . , Cₙ) are true, then P is true (i.e. over 1000 units of the new product can be sold at a price of DM 4.50 on a summer’s day within the Englischen Garten in Munich during 1995);
- **Minor premise:** Hᵀ (and A₁, . . . , Aₘ, C₁, . . . , Cₙ) are true;
- **Conclusion:** Therefore P is true.

Should the entrepreneur’s cluster of hypotheses be refuted by testing in the market, there is nothing to prevent the entrepreneur from sticking to her target hypothesis (Hᵀ) and arguing that the latent demand for the new ice-cream product does indeed exist, but that poor sales resulted because one of the cooperating assumptions was false: namely, the distribution channel used was inappropriate, or one or more of the salespeople were unexpectedly unpleasant and inept, or the information system was not working as expected or the weather conditions were surprisingly unfavourable. (The entrepreneur could also invoke a number of other immunising stratagems – see
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Furthermore, the disappointing test results may be due to any conjunction of these factors. Thus, even if substantial unsold (and unintended) inventories are generated by market participation, the entrepreneur need not necessarily modify her original expectations concerning the willingness of other participants to buy her new product.

The question remains as to what exactly is deemed to be refuted by the particular market test: the entrepreneur’s target conjecture and/or one or more of the auxiliary conditions? As with any refutation, the entrepreneur must interpret the results to draw her own conclusions. The entrepreneur’s decision will depend on the ‘interpretation of experience, i.e. on creative acts of the mind’ with the result that ‘knowledge yielded will be imperfect’ (Lachmann 1959:71). Furthermore, in order to test each hunch about the source of the refutation (e.g. the hypothesis that her plan could not be carried out because of the inefficacy of the distribution channel), the entrepreneur will need to take many other theories and assumptions for granted which may themselves be misleading.

It should be noted that entrepreneurs cannot even get around the DQ problem by using statistical analysis, which could be applied, for example, if they wanted to test their conjectures about how potential customers will react to different prices that they may charge (see Harper 1992:275–278). For when conducting a statistical test, one is not testing a target hypothesis in isolation, but the hypothesis in combination with a large network of cooperating hypotheses. In the case of statistically testing conjectures about the form of the demand function for a new product, this network of hypotheses could include: assumptions about the vector of relevant explanatory variables, relationships between them and appropriate measures of them; assumptions about the stability of economic relationships; auxiliary hypotheses regarding the appropriate time lag structures involved; assumptions about the generation of the error term; and assumptions underlying the use of any particular statistical test.

The difficulties of interpretation created by the DQ problem are not limited solely to refutations. Apparent corroborations of entrepreneurial conjectures are also subject to the same difficulties. When an entrepreneur’s theory is apparently corroborated by market events, it is not possible to demonstrate conclusively that there is nothing wrong with the theory. It may be, for instance, that reporting mechanisms used in testing entrepreneurial plans in the market are
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inadequate and are providing false information which inspires over-confidence in the venture’s prospects.

Indeed, this factor can be credited to a large extent for the rapid rise and fall of the Osborne Computer company, which marketed the first portable business computer (see Hartley 1986, ch. 16). The venture seemed to be enjoying overwhelming corroborative evidence by the end of the first one and half years of its operation. Accounting profits appeared to be rising rapidly, surpassing all expectation, and shipments of the product were soaring. However, lack of internal monitoring controls resulted in supposed profits being suddenly exposed at a later date instead as crippling losses. In spite of early reports that pretax profits for the first half of the February 1983 quarter were $US300,000 greater than company projections, later figures showed a $1.5m loss for the whole quarter which soon after was revised to a loss of $5m (The final statement for the fiscal year ended February 1983 reported a loss of more than $12m) The firm had no efficient controls for monitoring inventories of finished products or for monitoring expenses. As a result, excessive inventories of old stock had built up which managers did not even know existed, expenses had run rampant, liabilities had not been recorded, and inadequate bad debt reserves and warranty reserves had been set up. Later that year the company was forced to seek protection from creditors under the US bankruptcy code.

8.4.2 Possible strategies entrepreneurs can use to respond to apparent refutations and the Duhem–Quine problem

A mixture of entrepreneurial judgment, common sense and instinct is required to cope with the DQ problem. There is no general policy for dealing with DQ situations. For each particular situation, entrepreneurs must exercise judgment in deciding which of the policies described below is to be preferred (cf. Lakatos 1970:106ff.; 1971a: 126). Individual entrepreneurs may also have hunches about what parts of their own sets of conjectures are at fault and should therefore be made the target of the modus tollens.26 Even prior to testing plans in the market, entrepreneurs are likely to have vague ideas about which types of market events would refute their target hypotheses and which would lead to a questioning of their background knowledge. Whatever the circumstances, entrepreneurs must recognise that ‘it is a matter of risky conjecture to which part of a theory we attribute the responsibility for a refutation’ (Popper 1974:1010). It should
also be noted that there is no hard and fast rule about which parts of an entrepreneur’s set of conjectures and expectations must be retained in the event of a refutation. Some entrepreneurs may make profitable advances by modifying what they and others had previously considered to be obviously unproblematic ideas.

Entrepreneurs can employ a variety of possible strategies in response to the apparent failure of their plans and related DQ problems. The following list is neither exhaustive nor exclusive and is itself open to entrepreneurial initiative. The entrepreneur can:

1. challenge the original derivation of his or her prediction (e.g. \( P: \) ‘There is a profit opportunity in the space–time region \( k' \)’) by showing that \( P \) does not in fact follow logically from the conjunction of his or her target hypothesis (\( T \)) and the auxiliary assumptions (\( A \));
2. only modify his or her theory (\( T \)) with minor changes;
3. reject \( T \) (i.e. dramatically revise his or her basic theory) and keep the set of supplementary hypotheses (\( A \));
4. stick to the theory (\( T \)) and reject one or more of the cooperating hypotheses (\( A \));
5. reject his or her entire set of conjectures (i.e. both the specific theory \( T \) and the supplementary hypotheses \( A \)) and devise an altogether new set (\( T' \cdot A' \));
6. try to identify any parts of his or her set of conjectures which are independent of the failed plan (and hence, which are not involved in the refutation of that plan by market testing), thereby reducing the scope of the DQ problem.

How entrepreneurs deal with the apparent failure of their plans depends upon their boldness and their learning methodology, and the peculiarities of the market context in which their plans have failed. For any particular decision situation, entrepreneurs can be expected to differ both in the scope of responses they are willing to try and in the order in which they will actually attempt various types of solution (cf. Musgrave 1971a: 34–35). Other things being equal, such diversity of response will of course be reflected in different patterns of entrepreneurial behaviour.

In the following discussion, I distinguish between three particular learning methodologies (conventionalism, Popper’s falsificationism and Lakatos’s methodology), and I explain the different ways in which entrepreneurs who adhere to different methodologies will respond
to the discovery that their plans have apparently failed testing in the market. This discussion serves to categorise entrepreneurs in terms of their ‘typical’ behavioural characteristics.

Entrepreneurs who subscribe to conventionalist methodology prefer uncritical, conservative responses to apparent refutations and the DQ problem. They will only try the least drastic, *ad hoc* solutions and will never consider more extensive alterations to their plans, even after earlier revisions have failed. They attempt to safeguard their theories against refutation, even if their dogmatic tactics to evade refutation reduce the scope of what they can say about the world. A conventionalist strategy aims to restore consistency by disturbing the total theoretical system as little as possible: it merely keeps the edge of the entrepreneur’s corpus of knowledge ‘squared with experience’ (Quine 1980:44–46). Consequently, conventionalist entrepreneurs make minor *ad hoc* adjustments to their sets of conjectures, for example, by attributing the responsibility for their failed plans to one or more of the supplementary hypotheses that they made in order to test those very plans in the market (strategy 4 above).

In contrast, falsificationist entrepreneurs consider that strategy 4 must not be pursued each time that a plan fails a market test, because if it were, ‘no test could count as a real test (since the hypothesis could escape refutation)’ (Popper 1974:1035). Bold, falsificationist entrepreneurs will tend to revise their basic theories or will try to devise entirely new conjectural frameworks when they experience repeated disappointment in the market (strategies 3 and 5, respectively). However, these entrepreneurs are most unlikely to develop a completely new set of first principles every time their plans are frustrated, because if they were to do so, they would never be able to see a venture through to completion and would be forever returning to the drawing board. Thus, falsificationist entrepreneurs generally aim to scrutinise and to retest their stocks of knowledge in a more or less piecemeal fashion.

In the event of a refutation of their plans, falsificationist entrepreneurs tend to retain the better-corroborated parts of their stocks of knowledge and to modify the more speculative hypotheses. For example, entrepreneurs may attribute the failure of their plans solely to their new theories about *market demand* which they have proposed to explain their lower-level, well-corroborated hypotheses about particular *market segments* (cf. Popper 1959:76–77). This implies that in order to be at least moderately successful in determining the source of a refutation, entrepreneurs must have had
some previous empirical successes: they must have been able to carry
out some of their plans without disappointment and must have
succeeded in concluding some profitable transactions. At least some
of their ideas must be temporarily corroborated by market testing if
they are to have any hope of learning from refutations. A continuous
series of refutations would leave individual entrepreneurs at a loss in
dealing with the Duhem problem: they would have no clue about
what parts of their knowledge they should blame for their failed

In spite of the DQ problem, some entrepreneurs are still pretty
successful in attributing, even if only tentatively, the failure of their plans
to distinct parts of their systems of knowledge. ‘It is possible in quite a
few cases to find which hypothesis is responsible for the refutation; or in
other words, which part, or group of hypotheses, was necessary for the
derivation of the refuted prediction’ (Popper 1963:239).

The falsificationist methodology stipulates that the modifications
which entrepreneurs make to their own stocks of knowledge in order
to accommodate refutations must not be *ad hoc* (see section 6.3.2).
This applies to both minor and major changes to their sets of
conjectures and expectations. Regardless of which chunks of their
knowledge they decide to replace (T or A or both), the new parts (T’
and/or A’) must be such that their new conjectural frameworks do
not convey less empirical information about the world than did their
previous frameworks.

*Lakatosian* entrepreneurs use other ways to try to get around the
DQ problem. They divide their sets of conjectures (or research
programmes, to use Lakatos’s terminology) into two parts: a hard
core and a protective belt. What is relevant in the present context is
that under certain conditions, they *never* attribute failed plans to
their hard-core assumptions and procedures, thereby protecting these
conjectures from refutation and elimination. (In contrast, the
Popperian entrepreneur never makes a dogmatic decision to designate
some theory T as a privileged part of an irrefutable hard core.
Falsificationist methodological rules explicitly forbid using stratagems
which spare any part of one’s system of knowledge from empirical
challenge.) Lakatosian entrepreneurs always shift the blame for
refutations to other parts of their explanatory and predictive
frameworks, namely, the protective belts of auxiliary hypotheses
which they are prepared to adjust, readjust or even entirely replace
in the face of anomalous market evidence (see Lakatos 1970:133,
184–188). Thus, if T belongs to the hard core, the entrepreneur always
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retains $T$ and replaces $A$ whenever his or her plans are refuted—provided that the entrepreneur can consistently predict some novel facts about the market, and can successfully execute some new plans, on the basis of the revised set of conjectures. Hence, in the event of a refutation by market testing, the Lakatosian entrepreneur adopts a variant of strategy 4 above, with the proviso that the entrepreneur will only stick to $T$ and protect it from refutation for as long as his or her conjectural framework is occasionally successful in its novel predictions. (The number of times their plans fail is irrelevant to how Lakatosian entrepreneurs appraise their own sets of conjectures (cf. Koertge 1978:261).) In addition, the modification of auxiliary hypotheses in the entrepreneur’s protective belt must not be arbitrary: it must be inspired by the positive heuristic of the entrepreneur’s research programme. This heuristic consists of a long-term plan for coping with anomalous market evidence.

An important implication of Lakatos’s approach is that two entrepreneurs with almost identical research programmes, the first of whom has assigned an assumption to the hard core while the second has placed the same assumption in the protective belt, will respond differently to the failure of a plan that is based upon a set of conjectures which includes the assumption in question. The first entrepreneur will normally never revise this assumption, whereas the second entrepreneur may modify the assumption slightly or dispense with it altogether. The kinds of decisions and plan revisions that they will make in the wake of refutations are thus likely to differ.

This discussion brings to a close (for now at least) the GK theory at the level of the individual entrepreneur. In the next chapter, I take some very initial steps in developing a GK theory of the market process.

NOTES

1 The entrepreneur in this example can be thought of as applying a covariation principle to market information from multiple observations over time, in line with Kelley’s (1967) attribution theory which describes the attribution process in an analysis of variance (ANOVA) framework.

2 An important item on the agenda for further research would be to supplement this a priori categorisation of the causes of refutation with real-world case studies from business history. In particular, it would be appropriate to investigate which causes are more important for each of the types of test described in section 7.3.
3 The outcome of an entrepreneurial action may not only be unintended, but it may also be the opposite of what was intended: ‘through the workings of an entire system effects may be very different from, and even opposed to, intentions’ (Arrow 1968:376). For example, suppose that an entrepreneur in Kirzner’s model identifies a profit opportunity arising from imperfect coordination between factor markets and product markets (i.e. disequilibrium). In order to exploit the opportunity, the entrepreneur undertakes buying and selling of inputs: such false trading (contracting at disequilibrium prices) may have income effects which not only nullify the equilibrium towards which the market was being directed but which also eliminate the profit opportunity (cf. Loasby 1982a: 114, 116).

4 For further discussion on diachronic and synchronic relations in theoretical systems, see Kay (1982:18–20, 23–29).

5 For a discussion of how government intervention (especially an expansionary monetary policy) can give rise to false entrepreneurial conjectures about consumer intentions, see Hayek (1931) and Mises (1949:392, 787ff.).

6 Inadequate knowledge of the intentions of rival entrepreneurs is a crucial epistemic problem facing entrepreneurs in atomistic competition – a problem that has been discussed in detail by Richardson (1960).

7 In order for agents’ action programmes to be mutually compatible over time, they must all be based on the expectation of the same set of external events. The reason is that, if the conjectures of the individual entrepreneurs conflicted, there is no conceivable single set of external facts which would enable each entrepreneur to carry out his or her plan, that is, there is no possible way that all entrepreneurial conjectures could resist falsification.

8 It is interesting to note that Lachmann diverges from Hayek’s more thorough subjectivist position. Lachmann argues that both unexpected exogenous change and the in consistency of plans are necessary conditions, but that neither is a sufficient condition, for the perpetuation of the market process (1971b: 48; 1977:151). Clearly then, Lachmann does not exclude the possibility of unexpected exogenous change without perfect coordination of individual plans: ‘[s]uch inconsistency [of plans] is a permanent characteristic of a world in which unexpected change is expected to occur’ (1971b: 48–49; parenthesis added).

9 Not only are entrepreneurs fallible, but so too are consumers. It is quite conceivable that an innovation may still fail test marketing and commercialisation because the innovation is simply too novel and fails to find consumer acceptance even though it would (according to some tentatively accepted ‘objective’ criterion employed by an omniscient observer) meet consumers’ requirements more satisfactorily than existing products. In these circumstances I would argue that this is indeed a refutation of the new idea (i.e. it is not a false refutation). The refutation is as effective as any other type of refutation even though the innovation ‘objectively’ meets consumer requirements better than rival product offerings. Successful entrepreneurship involves creative imagination constrained to what is possible in the market.

11 Hartley (1986:213–214) pointedly raises the question whether the decision to drop Corfam might not in fact have been a false rejection (i.e. Type-I error) after all, given that: (a) the Polish firm not only manufactured for domestic production but also successfully exported the material to shoe manufacturers in the USA; and that (b) US semiconductor firms were using it to make silicon wafers.

12 In the light of sophisticated falsificationist methodological rules, it would be better to modify the common terminology ‘reject’ and ‘accept’. The corresponding terms ‘inconsistent with the data’ and ‘consistent with (or not inconsistent with) the data’ would be preferable from the point of view of sophisticated falsificationism.

13 Now is an opportunity to clear up a mistake in the discussion of statistical inference in Blaug’s (1980, 20–22) otherwise excellent book on the methodology of economics. Blaug defines the Neyman–Pearson theory of statistics as a ‘method of statistical inference that instructs us to set the chance of Type I error . . . at some arbitrary small figure and then to maximize the chance of Type II error . . . for the given Type I error’ (1980:266; emphasis added). This is obviously erroneous (the same mistake is repeated on p. 21). The source of Blaug’s error lies in his misconception about the ‘power’ of a statistical test, which he defines as consisting of mistakenly accepting the null hypothesis (i.e. Type II error). Of course, the power of a test is not this at all: the power of a test is typically defined as the probability of correctly rejecting the null hypothesis when it is in fact false (i.e. power = 1 - probability of Type II error). The standard practice in econometrics is to set the probability of a Type I error at 1 or 5 per cent and to use a test statistic that would make the probability of Type II error as small as possible. Consequently, ‘[w]ithin a class of tests, one is said to be the best if it has the maximum power (minimum probability of Type II error) among all tests with size (probability of Type I error) less than or equal to some particular level’ (Engle 1984:777; emphasis added). Hence, Cross’s (1984:91) criticism that ‘most econometric tests ignore Type-II errors’ is also ill-founded, although it is conceded that the exact probability of this kind of error is usually not known (see Gorman 1984:263).

14 This issue of the theory-impregnation of market test results can be incorporated into the Duhem–Quine problem described in the next section. It is discussed here separately for reasons of expository convenience. It should also be noted that one must not mistake the argument that facts are theory-laden for the argument that they are often or always value-laden (see Musgrave 1983).

15 It must be noted that Hollis and Nell criticise the ideas of empirical testability and falsification in economics. Their argument is based upon the justificationist misconception that the empirical testing of theories requires observed data free of all interpretation. Given that theory-free facts are not available, they propose a non-empiricist approach to methodology to replace positivism. However, there is an alternative to
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positivist versions of empiricism which they fail to recognise: Popper’s non-justificationist methodology. Indeed, at least forty years earlier, Popper raised many of their points about the difficulties of empirically testing theories, but Hollis and Nell do not refer at all to Popper’s ideas in their text. Their discussion in Chapter 4 of the inseparability of facts and theories, for example, is largely anticipated by Popper (1959: appendix *X, esp. 420–426).

To claim the existence of theory-neutral facts, however, is not to imply that some facts are neutral between all theories (since they would then effectively be theory-free facts) (McLaughlin 1971:460).


In words: ‘If \( P \) is derivable from \( T \), and if \( P \) is false, then \( T \) is also false.’

The DQ problem is not just a problem for entrepreneurs. It also frustrates applied economists: The inability to pin down the source of falsity (of a conclusion) in the set of premises . . . is probably the major obstacle in testing economic theories’ (Boland 1977:100; original emphasis).

Grunbaum (1960) criticises versions of the DQ thesis which assert that any hypothesis can always be saved from refutation by modifying auxiliary hypotheses. (See too Harding 1976.) The version of the DQ thesis which has withstood criticism so far, however, is that it is impossible to demonstrate that a set of amendments to auxiliary hypotheses cannot be made to rescue the particular hypothesis from refutation (Cross 1982:322).

Popper of course finds that ‘the holistic dogma of the “global” character of all tests or counter examples is untenable’ but admits that ‘we can often test only a large chunk of a theoretical system, and sometimes perhaps only the whole system, and that in these cases, it is sheer guesswork which of its ingredients should be held responsible for any falsification’ (1963:239).

Duhem’s (1954:187) version of the irrefutability thesis merely states that we cannot test an isolated hypothesis but only a whole group of hypotheses. In contrast, with assertions such as ‘[t]he unit of empirical significance is the whole of science’, Quine (1980:41–42) appears to be putting forth a radical, holistic version of the irrefutability thesis according to which every empirical test is a test of all ‘our statements about the external world’. Recognising the obvious errors in this extreme view, Musgrave (1971a: 3) comes to Quine’s defence by claiming that ‘[a]n eminent logician like Quine cannot be supposed to have advocated a thesis which violates the
most elementary facts about deductive logic’. He provides a reinterpretation of Quine’s message which does not suffer from these logical difficulties. More recently, Quine himself has clarified his own viewpoint, and to a limited extent, he has moderated his position: ‘All we really need to say in the way of holism . . . is that empirical content is shared by the statements of science in clusters and cannot for the most part be sorted out among them. Practically the relevant cluster is indeed never the whole of science; there is a grading off’ (Quine 1980: viii; emphasis added).

23 In future research, it may be fruitful to use the framework of the DQ thesis to provide a rational reconstruction of the difficulties that real-world entrepreneurs and managers have encountered in interpreting the results of market research. Two potential cases from business history (already discussed briefly earlier in this chapter) which could be candidates for such analysis are DuPont’s Corfam and Ford’s Edsel. Both of these classic failures involved intense product planning, and each relied heavily on marketing research, the results of which, in hindsight, are likely to have been misinterpreted. The wrong conclusions were drawn concerning the new product introductions, with devastating consequences.

24 This list is by no means exhaustive. Entrepreneurs can never be sure that they have specified all of the auxiliary hypotheses which are relevant to any particular market test of their plans. They may unwittingly take for granted the truth of one or more important auxiliary hypotheses which are in fact false.

25 On the other hand, economic agents in the literature on ‘rational learning’ appear to be methodologically misguided in the light of the DQ thesis because they do not recognise the conjointness of the statistical tests of their econometric models. Though of course, these economic agents are concerned more with estimating relationships than with testing economic hypotheses.

26 Cf. Popper (1959:76, note 2): ‘It is often only the scientific instinct of the investigator (influenced, of course, by the results of testing and retesting) that makes him guess which statements . . . he should regard as innocuous, and which he should regard as being in need of modification’.

27 For a novel decision-theoretic analysis of an agent’s responses to the Duhem–Quine problem, see Koertge (1978: esp. 255, 259, 263). (This reference was especially useful for the writing of this section.) For each option \((v)\) available, it is suggested that the agent estimate expected epistemic utility \(E(u)\). This is a product of:

(i) the informative content of the outcome, if the option were successful \((ic)\); and
(ii) the probability that the option will be successful \((p)\).

Thus:

\[ E(uv) = ic_v \times p_v \]

Although I am not convinced by a decision-theoretic analysis based on expected utility, I think there is some scope for taking this simple idea and applying non-probabilistic theories of subjective choice (e.g. Shackle’s approach).
INTRODUCTION

In this chapter, I briefly draw out some preliminary implications of the growth-of-knowledge (GK) approach for how the market process operates. In particular, I examine the character of this learning process, how it is organised, the criteria by which it screens new ideas, the origins of this process, and its comparative performance. I also make some observations regarding the continuity of the market process.

In this discussion I make use of the notion of a learning process or mechanism. A learning mechanism is a problem-solving process which involves particular means of generating trials (e.g. rival entrepreneurial ideas) and particular methods of eliminating errors (i.e. particular methods of controlling trials). More specifically, the functions of a learning procedure are:

- to provide incentives for identifying new problems and opportunities;
- to provide incentives to formulate tentative solutions (i.e. entrepreneurial theories) to perceived problems and to thereby spur the exploitation of possible opportunities;
- to provide a pool of resources upon which participants can draw in the solution of problems and the exploitation of opportunities;
- to provide information on the costs and benefits of using resources in the solution of problems (i.e. to provide criteria by which to evaluate competing tentative solutions);
- to provide a selection environment in which tentative solutions are subjected to critical testing (i.e. the environmental test of fitness);
- to eliminate inferior tentative solutions, and to selectively permit some innovative ideas to survive;
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• and to coordinate individual plans and actions aimed at solving problems and exploiting opportunities.

In this discussion, I characterise the market process as a Popperian (non-justificationist) learning procedure which involves a sequence of conjecture (theory formation) and refutation (theory modification and replacement). The *ex ante* prospect of profit creates an incentive for identifying new problems and for developing solutions to them. The price mechanism provides information for evaluating tentative solutions, and factor and product markets operate as testing environments for proposed new solutions. Entrepreneurial losses and business failure serve to screen out inferior solutions, whereas *ex post* entrepreneurial profits reward solutions better suited to their problem situations.

The market process can be conceived as an evolutionary, self-organising process involving the growth of knowledge, which bears important similarities to the progress of scientific knowledge. To the extent that the market system is a Popperian falsificationist learning process, knowledge in the market evolves by means of Darwinian *selection* rather than Lamarckian *instruction* (cf. Popper 1972:144; 1976c: 167). The neoclassical conception of the market, on the other hand, is Lamarckian rather than Darwinian. The growth of market knowledge in a Lamarckian learning process is repetitive and cumulative (see section 2.2.3).

In Part II I have outlined a theory of the sophisticated falsificationist entrepreneur. Such a theory provides a basis, consistent with methodological individualism, upon which to construct a theory of the market system. However, it is argued that the market *system* itself is a sophisticated falsificationist learning mechanism, even if none of the entrepreneurs operating within it is a falsificationist. The system imposes a binding constraint on market participants. As an illustration, suppose that some entrepreneurs are instrumentalists. Instrumentalist entrepreneurs regard their theories as simply instruments for making predictions about the market. They believe that the degree of realism of their assumptions is irrelevant to the validity of their theories. Consequently, instrumentalist entrepreneurs who consciously accept false assumptions may never revise their theories, in spite of refuting evidence. (They are even slower than conventionalist entrepreneurs to react to recalcitrant data.) Thus, even though instrumentalist entrepreneurs may knowingly hold false theories and may be consistently making losses, they may continue to cling to their theories.
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However, entrepreneurial losses transmit a warning signal to other stakeholders in the enterprise who will react to the new information. (The speed with which they will react will depend upon their own methodologies.) If certain entrepreneurs fail to respond rationally to the results of market tests, then other market participants can be counted on to look after their own self-interest. Suppliers and creditors start to look elsewhere, employees begin to quit, and owners will eventually shift their money capital into other businesses where the prospective rates of return are higher. The entrepreneur’s last-ditch attempts to obtain more funds from the capital market in order to cover fixed contractual costs, especially interest payments, will be unsuccessful. The entrepreneurs’ access to resources will dry up. Bankruptcy will ensue. Hence, the market system has eliminated a false entrepreneurial theory, even though the individual entrepreneur clinging to that theory may not have discarded it.

9.2 THE ORGANISATION OF CONJECTURE AND REFUTATION IN THE MARKET ECONOMY

Certain aspects of the spontaneous organisation of the modern market economy impinge upon the process of conjecture and refutation that characterises the market process. The organisation of conjecture and refutation is important because, in order to determine what criteria the market applies in screening and refuting entrepreneurial conjectures, we must first identify who are doing the refuting and how they are organised.

9.2.1 The organisation of conjecture

A fundamental feature of the organisation of the modern market economy is that certain persons initiate the production of new goods (conceived as characteristics-bundles) which will be used to solve the problems of other persons. In general, consumers do not initiate production by entering prior contracts with producers (see Yu 1981). The reason is that consumers cannot predict their own future problem situations or their intensity, and they do not know the quantities and qualities of the goods that they will demand to solve these problems. They may also be uncertain about their ability to pay in future periods (Knight 1964:240–241). Consequently, consumers leave it to entrepreneurs to create new products, to determine quality,
and to set prices. Thus, with the exception of second-hand consumer goods markets, the final consumer is excluded from the price-making function and the production process and is confined to an exchange economy (Lachmann 1986:121–122).

Entrepreneurs thus attempt to predict and to control the decisions of consumers without prior agreement or commitment on the part of consumers. Individual entrepreneurs believe that they can foresee the wants of substantial groups of consumers with more precision than individual consumers can predict their own wants. Accordingly, entrepreneurs direct production in line with their perceptions of the situation-specific demands of groups of consumers. This involves the consolidation of risks and of uncertainties (the ‘law of large numbers’) (Knight 1964).

Another important feature of the organisation of conjecture is that entrepreneurs are not known in advance. The individuals responsible for conceiving new conjectures are not preselected. The individuals who participate in the process of conjecture are generally those who believe themselves to be sufficiently creative to discover opportunities presented by potential lacunae in social coordination. As a result, many entrepreneurs may take part in the solution of any particular market problem. Consequently, the organisation of conjecture often results in a multiplicity of entrepreneurial ideas being put forward as possible solutions to similar market problems.

From a historical perspective, this organisation of conjecture is a recent phenomenon. Less than a century ago in European economies, market transactions typically involved haggling over prices between buyers and sellers, and individual consumers participated in the production process by exercising their choice regarding product characteristics, such as size and style (Lachmann 1986:122). The modern organisation of conjecture has efficiency advantages. By confining production and pricing decisions to entrepreneurs, it reduces the transaction costs to consumers in specifying their requirements and bargaining over prices. Furthermore, the production and marketing of standardised characteristics-bundles also reduce the sum of production and transaction costs to producers, because they facilitate the exploitation of potential economies of scale.

The foregoing discussion on the organisation of conjecture must be subject to qualification, however. In particular, the above scenario may not be typical of industrial markets, especially markets for durable capital goods. In such markets, industrial customers may provide innovative manufacturers with information about the
existence of particular customer problems. They may also supply producers with many fresh ideas about appropriate solutions – including the general types of solutions to be embodied in new industrial products, functional specifications of new products, and possibly even field-tested new product designs (von Hippel 1976a; 1977a; 1982b: 413–415).³

However, even when industrial customers take the initiative to request new products and to supply new product ideas, the entrepreneur must still test the potential solution concepts presented by customers, since they themselves may hold false theories about their own most important latent needs. Their real problems may be very different from the problems that they have identified and articulated. Furthermore, the entrepreneur will only develop those customer ideas which are conjectured to offer the most profit potential (von Hippel 1982b: 410). It is still vital that the entrepreneur test the ideas against the reality of the marketplace. In particular, the entrepreneur must check that each problem and its associated solution concept are not so situation-specific that market demand is limited to the original customer who initiated the product idea or request.

9.2.2 The organisation of refutation

Although individual consumers are price-takers who do not participate in the production process, entrepreneurs are ultimately subject to the aggregated economic power of consumers to refute their theories:⁴

[T]he consumer is cast in the role of a judge or arbitrator, though not necessarily one possessing absolute or infinite wisdom. As judge, the consumer assigns by his spending pattern the rewards or penalties for specific productive efforts. Entrepreneurs and resource-owners (the consumers in their alternative roles) must adapt themselves to the consumers’ verdicts.

(Hildebrand 1951:20)

In the case of process innovations, for instance, entrepreneurs select from the uncompleteable schema of technologically feasible methods those which they imagine are most suitable for supplying the bundles of product characteristics which consumers demand most urgently. Whether such process innovations are or are not appropriate is provisionally decided by entrepreneurs themselves (e.g. via in-house
prototype testing) but it is consumers in their purchasing decisions who ultimately decide the success or failure of entrepreneurs’ conjectures.5

Having identified consumers as the economic agents who ultimately refute entrepreneurial theories, one can then ask which consumers are responsible for the screening and refutation of any particular entrepreneurial idea: all potential consumers, the subset of consumers targeted by the entrepreneur, or actual consumers (who may not necessarily be the same as those targeted). In principle, the consumption of all products is connected, either directly or indirectly, by substitution or complementary effects. Consequently, it could be argued that all consumers are potentially involved in the decision to buy or not to buy an entrepreneur’s new product, and that they are therefore responsible for the screening and refutation of entrepreneurial conjectures. However, in light of the fact that falsificationist entrepreneurs specify their target markets beforehand in order to speed up their own learning, I would argue that a target market’s abstention from buying a new product is a refutation of an entrepreneur’s conjecture, even if the product is unexpectedly consumed by another set of consumers not targeted. Sales of an entrepreneur’s product to consumers not targeted may result in a false corroboration of the entrepreneur’s theory of latent demand, because the sales are the result of luck and not superior entrepreneurial imagination. The ex post results were not part of the entrepreneur’s ex ante conjectures.

It can be seen that the refutation of entrepreneurial conjectures is a highly decentralised activity which does not involve an organised group or collective body representing consumers. Rather it results from a sufficiently large number of targeted consumers individually deciding not to purchase an entrepreneur’s product offering (though possible interactions between individuals’ demands and consumption decisions are acknowledged).

9.3 CRITERIA BY WHICH THE MARKET SCREENS ENTREPRENEURIAL CONJECTURES

The criterion by which the market screens an entrepreneurial conjecture is the degree to which it solves the most urgent problems of consumers relative to the degree attained by theories provided by competing entrepreneurs. The market thus operates in a manner similar to the way that ‘natural selection operates on each organism
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within its contemporary network of competing or complementary organisms’ (Loasby 1984a: 76). The market test is of relative effectiveness in particular problem situations.

The market demand for a new product is the outcome of the interaction and combination of the subjective valuations of a multitude of individual consumers. Each consumer judges whether the new characteristics-bundle solves the most urgent of his or her as yet unsolved problems. Each consumer compares the net implications of the entrepreneur’s new idea with those of other ideas offered by rival entrepreneurs (see section 5.4). Refutation arises if these valuations result in enough target consumers abstaining from purchasing the entrepreneur’s new product.

It is argued below that ex ante the prospect of positive profits is important in providing a stimulus to the formation and implementation of entrepreneurial conjectures. Ex post, however, entrepreneurial loss (negative profit) is considered to be the more important criterion by which the economic system filters out false entrepreneurial theories. Ex post profits serve to reward entrepreneurs whose theories are better approximations of consumers’ latent demands.

9.3.1 The role of entrepreneurial losses in the refutation of false knowledge

The economics literature on the profit-and-loss system in a market economy tends to focus exclusively on the role of profits without examining entrepreneurial losses. Mises (1949) deplored the idea of analysing entrepreneurial profit without simultaneously investigating its corollary, entrepreneurial loss. Standard microeconomic analysis of profit treats losses conceptually as negative profits. Although this treatment is formally adequate, it fails to emphasise the importance of entrepreneurial loss in the growth of knowledge – namely, its role in the identification and elimination of entrepreneurial errors. Treating entrepreneurial losses as negative profits also masks the asymmetric nature of the process of change occurring in the market economy. In particular, asymmetry arises if a change of a given magnitude in a determinant of economic behaviour does not have an equal but opposite effect if it is a decrease rather than an increase.

Entrepreneurial losses are fundamentally important to the evolutionary functioning of the market economy: ‘A social order based on private control of the means of production cannot work without entrepreneurial action and entrepreneurial profit and, of course,
entrepreneurial loss’ (Mises 1980:149). More specifically, the main function of entrepreneurial losses is to shift the control of capital (and other resources) away from those entrepreneurs who employ capital goods inefficiently and who fail to produce the characteristics-bundles most intensely demanded by consumers. Entrepreneurs with false theories who repeatedly suffer losses, eventually become bankrupt and are finally eliminated by the market process from their entrepreneurial positions (Mises 1980:108; Rothbard 1970:469). They are replaced by other entrepreneurs who can better serve consumers and who hold theories which have so far resisted refutation by the market. At the level of the market, the main role of entrepreneurial loss is that it provides consumers in aggregate with an instrument for refuting false entrepreneurial conjectures about the most pressing of their as yet unsatisfied needs (i.e. latent demands).

At the time of the decision to invest in a productive process, the entrepreneur cannot know for certain what the market exchange value of the end-product will be at the date it will be available for sale (Cantillon 1931; Shackle 1955:81). The market is a process, and the state of the market is changing continuously. The future constellation of demand and supply is uncertain and non-determinate. Entrepreneurial loss arises if: the entrepreneur makes overly optimistic predictions about the future revenue stream from the sale of the new product; the entrepreneur pays prices for the factors of production which are too high from the point of view of the future state of the market; or the entrepreneur underestimates the governance costs incurred in organising the relevant transactions. More formally, entrepreneurial loss \( (EL) \) arises if the sum of total production \( (PC) \) and governance costs \( (GC) \) exceeds the total revenue \( (R) \) obtained from selling the new product over the relevant time period: given that \( PC + GC > R \), \( EL = R - (PC + GC) \).

Thus, the value of the end attained is less than the value of the means applied in the pursuit of that end. \textit{Ex post} entrepreneurial loss means that the entrepreneur’s \textit{ex ante} conjectures are not fulfilled. Entrepreneurial losses are the unintentional result of entrepreneurs using inadequate theories to derive their anticipations about the future state of the market. Entrepreneurial loss reveals that the entrepreneur’s conjectures are either internally inconsistent or incompatible with the plans of other entrepreneurs and consumers. It indicates that the entrepreneur has intensified ‘a maladjustment, through allocating factors where they were overvalued as compared to the consumers’ desire for their product’ (Rothbard 1970:468).
9.3.2 The role of \textit{ex post} entrepreneurial profits in the corroboration of entrepreneurial theories

The emergence of entrepreneurial profit is an \textit{ex post} tentative corroboration of the entrepreneur’s theory. (Though it should be noted that \textit{windfall} profits may give rise to false corroborations – see section 8.2.1.) Entrepreneurial profit means that the predictions the entrepreneur derived from his or her system of knowledge were more correct than other participants’ predictions. At the \textit{ex ante} stage, the entrepreneur bought inputs which, in the light of his or her conjectures about the future state of the market, were under-priced. \textit{Ex post} profit means that the entrepreneur’s expectations resisted attempts at falsification. Consequently, profit arises whenever the sum of total production and governance costs is less than the revenue received by the entrepreneur from selling the new product.

This approach stands in contrast to the usual treatment of entrepreneurial profit. Profit is typically equated with the perception or discovery of the ‘truth’, i.e. the \textit{verification} of entrepreneurial knowledge. For example, Kirzner argues that ‘on the one hand, (profit) is generated by ignorance; on the other, it provides the incentive for realising the truth’ (1979b: 156). From a Popperian perspective, however, it is logically impossible for either scientists, entrepreneurs or the market system to be able to prove that theories are true, although they might be true. Entrepreneurs and other transactors in the market process are only able to isolate false knowledge, and even then not conclusively. The capturing of profit does not prove that an entrepreneur’s theory is true. Entrepreneurial profit performs a role only in the \textit{corroboration} of an entrepreneurial theory, which is not the same as a proof of its truth (see section 2.2.4).

It should also be emphasised that profit is only an \textit{ordinal} measure: it is a sign of an entrepreneurial theory’s success compared with competing theories up to a point in time. A profit result means that the particular entrepreneurial theory was a better tentative solution to a specific market problem than other theories:

The market process does not lead to definitive truth; it provides an environment for the testing of conjectures, both new and old, an environment in which novel conjectures, if corroborated, may bring rich rewards.

(Loasby 1984a: 76)
Ordinality implies that profit is an inherently qualitative measure, which in turn means that its significance must be interpreted. 

*Ex post* profit is merely a measure of an entrepreneurial theory’s fitness to survive market tests conducted so far. It is only an indication of the theory’s successful *past* performance in addressing the most urgent needs of consumers and says nothing about future performance. An important feature of profit is that it relates only to past corrections of maladjustment. Profit is simply an index that maladjustments have been rectified by the entrepreneur. The bigger the profit captured by the entrepreneur, the greater the previous underlying maladjustment (Kirzner 1973:224–225; Mises 1980:119; Rothbard 1970:468).

Structural uncertainty and real time mean that there is no guarantee that the entrepreneur’s predictions will continue to be more correct than other entrepreneurs’ predictions in the future. The tentative nature of corroboration means that the theory is still exposed to refutation and may be falsified at any moment. The theory will be continually subject to new tests, the outcome of which cannot be known beforehand. A profit today does not prevent the entrepreneur’s theory being superseded by a better theory tomorrow. Nor does it prevent the emergence of entrepreneurial losses. The capturing of profit gradually communicates more and more information to more and more market participants (Kirzner 1973:228–229). Eventually, profit disappears when the maladjustment is entirely removed (Mises 1980:119).

*Ex post* entrepreneurial profit is the instrument by which consumers in aggregate corroborate entrepreneurial theories which have so far best served them. Profits perform an important function in shifting the control of productive activities to those entrepreneurs who have so far had the best ideas on how to employ resources for the best possible satisfaction of consumers (Mises 1980:123). Profit results in an increase in money capital and hence it increases the entrepreneur’s command over factors of production.

### 9.4 THE MARKET PROCESS AS A SPONTANEOUSLY EVOLVED LEARNING MECHANISM

The competitive market process is a *spontaneously evolved* set of institutions which facilitates the testing of entrepreneurial conjectures and the generation of new structural knowledge. The fact that the
market process is a learning mechanism which is spontaneous in origin means that it has been created from forces within the system (i.e. its structure is endogenous). It has formed itself through a process of selective evolution – it is a self-organising system. Unlike pragmatic learning mechanisms, such as the firm, the market has not been consciously designed and set up by an external designing agency. Rather the market is the unintended and unpredictable result of the pursuit of private interests by numerous and dispersed individuals (Lachmann 1971a: 81; Ullmann-Margalit 1978:271). Thus, it is ‘the result of human action, but not . . . of any human design’ (Ferguson 1966).

The spontaneous origin of the market process has implications for the nature of this learning mechanism. Different learning mechanisms involve different means for problem-solving, different ways of generating trials, and different methods of eliminating errors. Because complex institutions which endure tend to be decomposable (Loasby 1976:31; Simon 1969:90–92), a spontaneous learning mechanism will usually prevail even if the particular elements and the number of elements in the system change. Hence, the competitive market process will survive even if some entrepreneurs, their organisations or even whole industries are eliminated because they adhere to falsified theories. That the majority of entrepreneurial theories may be refuted by the market and that the market system can generally adjust smoothly to business errors, are signs of the durability and success of the market order.

Pragmatic learning mechanisms, such as firms, are designed to serve the purposes of the person who set them up (or they serve the purposes of those currently in control of the institution). The commanding authority (e.g. top management) establishes what problems are to be solved, and determines which new venture proposals to accept or reject, and which existing ventures to develop and discontinue. Herein lies the most fundamental difference between pragmatic and spontaneous learning mechanisms because, unlike the former, spontaneous learning processes do not have a predefined hierarchy of objectives or a particular purpose. That is, there is no prior specification either of the problems to be solved or of the types of knowledge to be generated. A spontaneously evolved learning mechanism assists the discovery and solution of a multitude of interrelated problems which are not known in their entirety to any single person or group of people (Hayek 1973: ch. 2; 1978:183).

Another characteristic of a spontaneous learning mechanism is that it improves the chances of unknown entrepreneurs. It is preferable
that entrepreneurs are not selected beforehand, because in a world of structural uncertainty it is not possible to determine in advance which individuals will conceive the best ideas. A decentralised spontaneous learning process, such as the competitive market, disperses the task of discovering future knowledge to a multitude of unknown entrepreneurs. No other real-world institution does a better job of ensuring that unknown entrepreneurs, who have the imagination to experiment with new methods and the knowledge suited to the solution of particular problems, will be attracted to those problems (Hayek 1949:95; 1976, ch. 10; 1978:184). Furthermore, the competitive process allows for the possibility that the discoverer of an opportunity can participate in its exploitation.

In a hierarchical pragmatic learning procedure, on the other hand, one person or group of persons (e.g. the CEO or top management team) selects specific individuals and directs them in their generation of knowledge. Individuals may be excluded from the learning process. Furthermore, the person who conceives an opportunity may be excluded from participating in its exploitation.

The degree of complexity of the problems addressed by a spontaneous learning process is not limited to that which can be handled by a single person or group of people, all of whom are boundedly rational. (In this connection, the degree of complexity refers to the number of problems, their diversity and their interactions.) The knowledge and methodological rules applied in the process of learning, conjecture and refutation are those of all the entrepreneurs in the self-organising market system. A spontaneously evolved learning process is capable of generating knowledge that is not able to be created consciously. Complex problems can be solved spontaneously that are not able to be solved deliberately by pragmatic learning mechanisms (Hayek 1945:527).

9.5 THE PERFORMANCE OF THE MARKET PROCESS IN GENERATING AND TESTING NEW CONJUGTURES

The comparative success and durability of the market process are attributable to it performing the functions of a learning mechanism (identified earlier) more effectively than other competing institutions. According to Hayek (1973:38), this function is confined to the coordination of expectations and plans. However, the function of
the competitive market process is not limited to coordination: ‘In a
world where we are inevitably ignorant about some of the past and
present, let alone the future, the co-ordination of activities is less
important than the perception of new problems and opportunities,
and adaptation to them’ (Loasby 1976:191–192; emphasis added).

Not only does the competitive market process perform a function
by providing a stimulus to discover new problems through the prospect
of positive profits; it also encourages the generation of a multiplicity
of entrepreneurial theories and a diversity of experimentation:

The virtue of competition lies not in constraining all similar
agents to the same action, but in encouraging them to behave
differently. . . . The argument for competition rests on the belief
that people are likely to be wrong.

(Loasby 1976:191–192)

Hence, the competitive market process has evolved as an appropriate
institutional response to structural uncertainty. Given that
entrepreneurial conjectures are liable to be false,\(^8\) the multiplicity
and variety of entrepreneurial theories generated in the competitive
process increase the possibility of at least one new idea resisting
refutation, and they thereby help to avoid the disaster of a false
monolithic structure made up of centrally imposed theories of latent
demand, production and governance. This in turn increases the
market system’s chances of survival.

In addition to performing a useful function in eliciting a wide
spectrum of entrepreneurial theories, the competitive market process
also provides a selection environment in which entrepreneurial
theories can be exposed to critical testing and potential refutation by
consumers. From a Popperian perspective, the progress of knowledge
requires the refutation of false knowledge. Similarly, the market
process necessarily involves refuting some false conjectures:

[T]he generally beneficial effects of competition must include
disappointing or defeating some particular expectations or
intentions.

(Hayek 1978:180)

It is one of the chief tasks of competition to show which plans
are false.

(Hayek 1976:117)
As described in earlier chapters, entrepreneurs submit their new ideas for appraisal by the market. The competitive process then assesses these entrepreneurial theories according to the double-edged criteria of *ex post* (though not necessarily maximum) profit and loss: the former operating to tentatively corroborate entrepreneurs’ theories which have to date been superior to those of their competitors, the latter revealing the inadequacy of inferior entrepreneurial ventures.

The refutation of entrepreneurial theories is sometimes incorrectly upheld as evidence of market failure. But it is the entrepreneur and the capitalist who bear the losses from refutation: the entrepreneur through the loss of reputation capital and the capitalist by the direct financial disutilities resulting from loss. The market process performs a useful function in refuting false theories of latent consumer demands and false theories of how best to satisfy them. Falsification by the market involves the refutation of false structural knowledge, that is, false knowledge of the ends worth pursuing and the means available. It makes possible an advance of knowledge.

Another important point is that the refutation of entrepreneurial conjectures and any associated losses and business failures arise even in the most efficient markets which are not hampered by distortionary government policies (see Mises 1949:390–391). Indeed, the failure of loss-making enterprises actually yields positive systemic consequences for the functioning of the market as a whole (Burton 1983:20). In a centrally planned economic system, a central plan which is based upon false knowledge of what consumers want (should that be considered desirable) may not come under direct testing. Hence, there is no negative feedback mechanism, no systematic way of correcting errors.

It is claimed by some authors that as much new structural knowledge will be generated by the competitive market process as by any other learning procedure. They argue that entrepreneurial opportunities in a market system tend to be discovered (see, for example, Kirzner 1979b: 9, 32, 130, 170). Certainly, we have already identified several features of spontaneous learning mechanisms which suggest that the market process will be more effective in generating new knowledge and testing new conjectures than pragmatic institutions, such as the centrally planned economy. However, the outcome of a problem-solving mechanism is by its very nature unpredictable (Scriven 1959). And because the knowledge generated by a learning process cannot be specified in advance, it is not possible...
to determine how effective the process is in creating knowledge that might be generated:

To know whether a . . . process is optimal, we would need to know the very information whose discovery is the object of that process. . . . [I]f we could independently ascertain the information, the . . . process in question would be superfluous.

(O’Driscoll and Rizzo 1985:110)

By drawing an analogy with Gödel’s theorem (which states that it is impossible to prove the consistency of a formal system within the system itself), it can be argued that neither the superiority of established scientific procedures nor the superiority of the market process can be proved scientifically (Hayek 1978:180–184).

9.6 SOME IMPLICATIONS FOR THE CONTINUITY OF THE MARKET PROCESS

The GK approach also yields a number of interesting insights into the continuity of the market process. In particular, it can help lay the groundwork for explaining how the market process can be perpetuated by purely endogenous forces, that is, it can make some contribution towards accounting for the endogenous dynamics of the market process. Indeed, it can provide a way of describing the sorts of endogenous economic changes which constitute the competitive market process. It offers an alternative to the conventional approach which portrays the market solely as a process of equilibrating adjustments to exogenous shocks.

In my earlier discussion at the level of the individual entrepreneur (especially section 7.9), I showed that an entrepreneur’s learning process is both ongoing and non-determinate and that it is pervaded by endogenous changes. Given that the market process is generated by the interaction in the market of individual decision-makers as they learn from their new experiences and revise their plans, it follows that the market process too is made up of a series of endogenous changes taking place over time.

The GK approach implies that the market process is driven by an endogenous momentum and that it would not converge towards a final state of equilibrium even in the absence of exogenous changes. At no point does the growth of knowledge advance towards a predetermined end state; the growth of knowledge is in principle unpredictable and open-ended. Consequently, disequilibrium is
something endogenous to the operation of the market process itself, that is, it is endogenously created change. Both the equilibrating and disequilibrating aspects of the actual market process must be included within any explanation of its continuity. The GK approach therefore rejects claims that by its very nature the market process possesses a strict tendency toward an overall equilibrium. And it also implies a departure from the standard analytical method which treats disequilibrating events as the result of only exogenous forces (Machlup 1958).

Thus, the GK vision of the market process is closer in spirit to the Lachmannian version of market process theory than it is to the second of the two variants described by Kirzner (1992:42–43). First, equilibrating and disequilibrating changes are considered to be so interconnected that they are not capable of being analysed separately; and second, ‘the presence of the disequilibrating changes renders it impossible for market participants to identify with clarity the steps that need to be taken to achieve equilibrium’ (Kirzner 1992:43).

A key point of the GK approach is that the market process itself produces the problems which entrepreneurs may discover and attempt to solve. This can best be demonstrated by generalising the evolutionary model of learning depicted in Figure 7.3 in Chapter 7. As can be seen from this figure, the problems ($P_i$) are endogenously produced by the foregoing sequence of past problems ($P_{i-n}$), trial solutions ($TS_{i-n}$) and tests of trial solutions ($EE_{i-n}$). In addition, each phase contains the seeds of the next phase, so that the market process exhibits dynamic continuity – that is, each sequence is connected to the previous sequence and to the next, and the interaction effects of entrepreneurial adjustments within and between sequences may be significant. Indeed, the market process consists of the continuous generation, discovery and tentative solution of new market problems. It thereby generates within itself the changes to which entrepreneurs must adjust. New entrepreneurial opportunities are continuously created endogenously by the actions of market participants and especially by the unplanned consequences of these actions. Hence, it is not necessary to introduce new problems and opportunities exogenously by a continual sequence of autonomous changes (e.g. in consumer tastes, resource availabilities or technological possibilities) in order to sustain the market process and to provide scope for ongoing entrepreneurial discovery.

According to the GK theory, even if entrepreneurs were to solve a market problem to the universal satisfaction of target consumers,
they would create, in solving that particular problem, many other new problems which would need to be solved. Unexpected new problems \( (P_i) \) may emerge as the often unintended byproducts of entrepreneurial solutions \( (TS_i-n) \) to previous market problems \( (P_{-n}) \). Every entrepreneurial action, even the most meticulously planned, will generally give rise to at least some unintended and unavoidable consequences, thereby creating new market problems, new needs, new value scales (i.e. consumer tastes), and further possible opportunities for entrepreneurial profit. Consequently, entrepreneurship may be simultaneously both a coordinating force and a disequilibrating force.

Similarly, the GK approach does not treat changes in tastes, technology and resources as necessarily exogenous to the market system. Rather these changes are portrayed as the result, whether designed or unintended, of entrepreneurs’ profit-seeking responses \( (TS) \) to perceived market problems. In trying to formulate profitable solutions to new problems, entrepreneurs may develop new technologies and discover new uses for inputs. Their activities may also (often unwittingly) lead to changes in consumer preferences.

Furthermore, the GK theory claims that, at any time, there are countless market problems and entrepreneurial opportunities that remain undiscovered and unsolved. In contrast to Kirzner’s theory,\(^{10}\) the GK approach claims that market problems and profit opportunities are not destined to be discovered and exploited. Potential profit opportunities may exist without ever being actualised or realised. They certainly do not ‘cry out’ to be perceived and corrected, as Kirzner (1973:127) assumes. In this connection, the GK approach therefore rejects what Popper (1963) refers to as the ‘theory of manifest truth’: that it is the nature of truth that it will reveal itself or will be revealed by us sooner or later, given sufficient time. Following Popper, the GK programme emphatically rejects this optimistic epistemology as untenable and false. Such a rejection implies that entrepreneurs may never hit on the truth, as it is in fact hard to come by. Entrepreneurs may fail to discover errors (both their own and those of others) and to revise their plans so that they are consistent with the actual state of the market. They may fail to learn the correct facts of their situations. Furthermore, as discussed previously, entrepreneurs can never know with certainty that they have found the truth, even if they have found it (and nor can the observing economist!).

Because entrepreneurs will always face the challenge of discovering
new market problems, so that they can never completely exhaust the opportunities which exist at any time, there will always be scope for entrepreneurship regardless of exogenous changes in the basic data of the market (cf. Popper 1963:352; 1972:116–119, 160–161).

As a final comment, it is worth remarking that the GK conception of market processes has much in common with the new evolutionary paradigm which emphasises non-equilibrium as a source of spontaneous self-organisation (Prigogine 1985:108; Buchanan and Vanberg 1991:168). It constitutes a non-teleological conceptualisation of the market process – it is non-teleological in that it rejects the notion that the market process gravitates towards a conceptually definable, pre-existing equilibrium. Rather, it emphasises innovative entrepreneurial dynamics and the truly creative, open-ended and evolving nature of the market process. Accordingly, market problems (the $P_i$) are not predetermined or pre-ordained but they are continuously generated by the actual pattern and sequence of economic agents’ trials (the $TS_i$) and tests (the $EE_i$). In line with a non-teleological perspective, the market process is conceived as being non-deterministic, irreversible, and path-dependent. Relatively minor entrepreneurial events may decide the particular path along which the market process evolves.

This concludes my brief attempt to develop some implications of the GK approach for the operation of the market process. The next two chapters develop an agenda for further work within the GK programme.

NOTES

1. By the use of the term ‘mechanism’, I certainly do not wish to imply that learning mechanisms are systems which have necessarily been designed and set up – although some are (see Section 9.4). Furthermore, another misconception to be avoided is that the workings of a learning mechanism are like that of a machine which can be improved by introducing appropriate modifications. See Shand (1984:64). For my purposes, the terms ‘mechanism’, ‘procedure’, ‘process’ and even ‘system’ are employed synonymously.

2. In the terminology of the Arrow–Debreu framework, there is an absence of futures markets: entrepreneurs typically cannot sell the new goods which they plan to produce until after they have produced them.

4 But venture capitalists, wholesalers and retailers are also involved in the screening and refutation of entrepreneurial conjectures during intermediate stages of the testing process.

5 It should also be noted that the actual power of consumers to refute entrepreneurial ideas is not absolute. Given the existence of a market mechanism, one of the prerequisites for absolute consumer sovereignty is that the assumptions of the perfect competition model are not infringed.

6 This discussion of entrepreneurial profits and losses refers to real profits and losses, of course.

7 Of course, a pragmatic learning mechanism, such as a firm, can also survive in spite of the elimination of some of its parts, such as the closure of particular plants, the removal of particular divisions, the selling of subsidiaries, or the substitution of in-house transactions with subcontracting. The firm can survive if parts of it break off and if its boundaries are redefined. The nexus of contracts comprising the firm is constantly changing.

8 This proposition stands in contrast to Kirzner's claim that entrepreneurial conjectures are likely to be correct.

9 Surprisingly, a footnote in one of Kirzner's earliest writings is most relevant to the ideas advanced here (even though Kirzner is using the term 'purist' pejoratively):

Of course, the purist may point out that there are always unknown technological possibilities that future generations will discover. From this point of view a market system might be described as always in a state of disequilibrium with respect to the infinity of knowledge that is beyond human reach.

(Kirzner 1963:258; emphasis added)

This insight, however, has to my knowledge never been elaborated in any of Kirzner's subsequent work.

10 For example:

Despite this realization [that ignorance may block immediate exploitation of a profit opportunity], our instinct still assures us that the opportunity will sooner or later be discovered and exploited. . . . Our instinctive feeling of assurance that profitable opportunities will be noticed should not lead us to treat this tendency as being so powerful as to be instantaneously realized.

(Kirzner 1979b: 32–33; emphasis added)

There can never be a guarantee that anyone will notice that of which he is utterly ignorant; the most complete rationality of decision making in the world cannot ensure search for that the existence of which is wholly unsuspected. Yet we submit that few will maintain that initial ignorance concerning desirable opportunities costlessly available can be expected to endure indefinitely. We recognize, surely, that human beings are motivated to notice that which it is to their benefit to notice. . . . This omnipresent human alertness makes it
inconceivable that market participants can be expected indefinitely to continue to pay more for an item than they in fact need to; or that they can be expected indefinitely to continue to accept less in payment for an item than they are in fact able to command. We are convinced that specifically unpredictable acts of discovery will add up to a systematic erosion of unjustified price differentials.

(Kirzner 1992:48; emphasis added)

Without the ‘rationality’ assumption tending to assure gradual spontaneous discovery of relevant market truths, economists would have no basis upon which to account for the systematic character of market processes.

(Kirzner 1992:204; emphasis added)


11 For a short critique of Buchanan and Vanberg’s (1991) non-teleological perspective, including their claim that Kirzner’s theory is still fettered by the ‘subliminal’ teleology implicit in notions of equilibration, see Kirzner (1992:16–21).
Part III

AGENDA AND CONCLUSIONS
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The present work is acknowledged to be exploratory. It aims to outline and to extend the foundations for a theory of entrepreneurship. The development of the growth-of-knowledge (GK) programme is conceived to progress along two lines: the first empirical (described in the present chapter), the second theoretical (the next chapter).

Empirical work is required to determine whether the GK theory of entrepreneurship represents an empirically progressive problem shift: that is, whether some of its excess empirical content is corroborated. This can only be determined by independent empirical testing of the new theory’s novel predictions. This chapter specifies a potential crucial test for the GK theory of entrepreneurship.

Critics may claim (wrongly) that the GK theory of entrepreneurship is not scientific because it is not operationalised in a sufficiently falsifiable way, because it cannot be applied in practical analyses of observed economic behaviour, or because it is concerned with entrepreneurs’ learning methodologies which are themselves not observable.

Such criticisms can be rebutted by a number of counterarguments. First, any pragmatic difficulties associated with identifying entrepreneurial characteristics are not limited solely to testing the GK theory but are also encountered in testing at least two rival theories of entrepreneurship. Casson acknowledges that the qualities his theory predicts are required of an entrepreneur are exceptionally difficult to screen, even though Casson explicitly aims to provide a predictive theory of entrepreneurial behaviour (Casson 1982:29, 329–333, 358–360; Vaughn 1983:991–992). Kirzner (1983b: 65–68) too expresses uncertainty in identifying with precision the personal and psychological qualifications associated with successful entrepreneurial
alertness. According to Kirzner, not even entrepreneurs themselves (let alone observing economists) are aware that they possess entrepreneurial insight.

Second, the GK theory is testable (in any case, more so than at least two of its rivals). It is acknowledged that a new theory that attributes sophisticated falsificationism to entrepreneurs must, for the sake of logical consistency, in turn specify precisely the conditions under which the theory itself would be refuted. (In more sophisticated terms, the new theory must anticipate how its excess empirical content could be corroborated.) The development of the GK programme requires progressing beyond exclusively a priori speculation about entrepreneurs’ theories of method. This chapter proposes a new technique for identifying the learning methodologies of individual entrepreneurs which at the same time reduces the need for economic researchers to make external rationalisations of observed entrepreneurial behaviour. Once the learning methodologies of a sample of entrepreneurs have been identified, it is possible to conduct statistical tests of the GK theory’s predictions which posit a relationship between entrepreneurial performance and entrepreneurial learning methodologies.

10.1 OPERATIONALISATION OF THE THEORY AND EMPIRICAL TESTING

The predictions of the GK theory of entrepreneurship are formulated in rather imprecise terms. Although the new theory has not yet been the subject of a systematic empirical investigation, its predictions could conceivably be tested by introducing additional postulates. The specification of all these auxiliary hypotheses exceeds the scope of the present work; it is a task which belongs on the agenda for future development of the GK programme.

This chapter will therefore be limited to a potential approach for testing the new theory’s predictions about requisite entrepreneurial qualities. It will be recalled that a novel prediction of the GK theory is that the entrepreneur’s learning methodology is a useful predictor of the performance of the entrepreneur and/or the venture (call this prediction P1). More specifically, the GK theory predicts that the performance of sophisticated falsificationist entrepreneurs is significantly better than the performance of entrepreneurs who adhere to other learning methodologies (prediction P2). The prediction P2 has greater empirical content and thus has a higher degree of testability

© 1996 David A. Harper
than the prediction $P_1$. If we (as economic theorists) are to follow Popper’s methodological recommendation by formulating our theories as sharply as possible so as to expose them most unambiguously to refutation, then the prediction $P_2$ is to be preferred to $P_1$. Accordingly, the remainder of this chapter is devoted towards testing $P_2$.

Since prediction $P_2$ is a directional hypothesis, a one-tailed test is required. The corresponding null and alternative hypotheses can be defined as follows:

**Null hypothesis $H_0$:** there are no differences between the performance of sophisticated falsificationist entrepreneurs and the performance of entrepreneurs who adhere to other learning methodologies.

**Alternative hypothesis for the one-tailed test $H_1$:** sophisticated falsificationist entrepreneurs perform better than other entrepreneurs.

The new theory would be falsified (in the naive sense) if the empirical test did not lead to the rejection of the null hypothesis in favour of the alternative hypothesis at the previously set level of significance, that is, if it were concluded that sophisticated falsificationist entrepreneurs do not have (stochastically) better performance track records than other entrepreneurs.

It should be noted that the philosophical basis of the modern (i.e. Neyman-Pearson) theory of statistical inference is naive methodological falsificationism (Blaug 1980:20–22; Lakatos 1970:109). The specification of the rejection rules by which statistically interpreted evidence may be rendered inconsistent with the theory under test is a matter of convention, of decision. Even if, in the light of these rules we decided to interpret the empirical evidence as conflicting with the GK theory, the theory itself would not be falsified in the sense that it was conclusively disproved; the prediction ($H_1$) could still be true. More specifically, any statistical test could yield a value of the test statistic that would lead to $H_0$ being accepted when in fact it was false. The probability of committing such a Type II error would be $\beta$, and it would be determined by the particular statistical test, the selection of the level of significance (i.e. the probability of making a Type I error, $\alpha$), and the size of the sample (Siegel and Castellan 1988:9–11). In general, there is a danger of committing a Type II error (or Type I error) in any statistical test.
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Only a naive falsificationist economist would reject the GK theory if it were falsified by the empirical test described in this chapter. Falsification in the naive sense (i.e. contradiction by accepted empirical evidence) would not, from the vista of sophisticated methodological falsificationism, be seen as a sufficient condition for eliminating the GK theory of entrepreneurship (see Chapter 2). That is, a sophisticated falsificationist economist would not conflate the alleged refutation of the GK theory with its rejection. The sophisticated falsificationist would only reject the GK theory if its ‘refuting instances’ corroborated a new and better theory at the same time. In the meantime, it would be perfectly rational to continue working upon the GK theory and trying to improve it.

The research approach would involve a survey, conducted by personal interview and mail questionnaire, of individual entrepreneurs who have launched high-technology startup companies. In the case of businesses started by teams, the principal founder would be asked to participate. The sample of innovative entrepreneurs would be drawn from the files of new venture proposals submitted to well-known venture capital firms. Cooperating venture capitalists may also be willing to make their due diligence files, investment proposals and closing documents available. By selecting ventures belonging to the portfolios of professionally managed venture capital firms, the researcher would be able to gain access to the names, addresses and telephone numbers of entrepreneurs, and would be able to obtain data on the years of startup, the types of product, market and industry involved, and the stages of investment of their ventures.

According to statistical theory, the sample size is determined by the desired level of significance, the allowed estimate of error and the variance of the population. However, in this study the researcher would not know the parameters of the venture population from which the sample would be drawn. Not even the total size of the population of high-tech startups would be known, let alone the variability within that population. Sample standard deviations for the variables involved are not even available from previous comparable surveys. Thus, it would not be possible to apply statistical theory to determine sample size. Furthermore, given that this empirical investigation would only be a pilot survey, the sample-size decision is likely to be driven by pragmatic considerations, such as research cost and feasibility.

Such sampling methods as stratified sampling would be necessary in order to ensure adequate representation of each type of
entrepreneur. The USA would provide the best setting in which to obtain a sample and to undertake the study, because of the multitude of high-tech startups in that country.

At a preliminary stage, it would be necessary to screen the ventures carefully in order to ensure that all sample members are actually independent, technological startups and not ordinary new businesses (such as retailing or publishing ventures), corporate startups (i.e. new business activities within established firms), management buyout proposals or part-time businesses. The intent would be to obtain startup businesses which were founded in the same year and to obtain performance data for the first five-year period following startup. It is important that the sample be drawn from the population of ventures launched in the same time period, because such firms would be subject to the same business cycle conditions, similar opportunities for merger and acquisition, and similar venture capital market conditions. For similar reasons, sampling should also aim to minimise the heterogeneity of the startups with respect to the markets, industry, technology and products involved. Sample members should serve similar markets and emphasise industrial rather than consumer product markets.

A structured questionnaire would be used in the survey. The questionnaire would be divided into two major sections. The first section would investigate the performance of the entrepreneur’s venture (the dependent variable). The second section would involve an Entrepreneurial Learning Methodology Inventory (ELMI) for identifying the entrepreneurs learning methodology (the independent variable). The ELMI would in turn be divided into two parts. The proposed questionnaire will now be described in more detail.

10.2 SECTION ONE OF THE QUESTIONNAIRE

The first section of the questionnaire would be conducted by personal interview. In this section, interviewees would be asked to provide quantitative data on the dependent variable of the model to be tested, that is, the actual performance of their own ventures. Because the data would be obtained by retrospective reporting, errors and biases (such as response bias) may exist to some degree. Venture capitalists could thus be called upon at a later date to check the performance data reported by the entrepreneur.

The performance data required would be based upon objective measures of venture success during a specified five-year period: each
venture’s status and aspects of its financial performance. In order to test the predictions of the GK theory, the study must not limit itself exclusively to surviving ventures, which has been the scope of some empirical investigations into the determinants of market and financial performance (e.g. the Strategic Planning Institute’s PIMS programme, Biggadike 1979, Weiss 1981). Accordingly, the questionnaire would first request information about the state of the entrepreneur’s venture: Did the venture continue operation as an independent firm throughout the first five years after its founding? Was the venture acquired or merged during that period? Did the venture undergo bankruptcy reorganisation? Was the venture discontinued as a result of commercial failure during the first five years after startup (without having been acquired or merged)?

For those ventures which survived as independent firms for at least five years after startup, several financial performance variables would be sought, including four measures of revenue (sales value, rate of sales growth, sales per employee and turnover of assets) and five measures of profitability (absolute profits, return on investment, return on sales, time periods required to reach profitability and positive cash-flow). (The data could originally be gathered in absolute dollar form and could then be converted into the various financial ratios.) Each entrepreneur would be requested to supply this information on his or her venture’s performance on a year-by-year basis throughout the five-year period after initial launching. Both revenue and profitability variables would need to be used because of the lack of agreement in the management science literature on the most appropriate measure of performance for entrepreneurial ventures at an early stage in their life-cycle (Buzzell et al. 1975; MacMillan et al. 1985; Stuart and Abetti 1987; Weiss 1981).

Five categories of new-venture performance would be used. These categories would be based upon the venture’s survival and each measure of financial performance within the first five years of its operation. The five categories would be as follows:

- **Highly successful (++)**: the venture has attained profitability at an early stage (e.g. within three years); it has thereafter achieved substantial returns commensurate with its ‘risk’; it may have reached or be near cash-flow breakeven; it has had an exceptional rate of sales growth in the early years; and it has built sales at a much faster rate than investments or the number of employees.
- **Successful (+)**: the venture has reached profitability, but its overall
level of performance (including the sales growth rate and the time period to profitability), though satisfactory, is not as impressive as that of the highly successful venture.

- **Marginal (0):** the venture is just surviving; the rate of sales growth has been poor; and the venture is only just breaking even.
- **Unsuccessful (-):** the venture has continued to record severe losses over the first five years of its operation; it has not reached breakeven; sales levels remain very low or it has undergone bankruptcy reorganisation.
- **Highly unsuccessful (- -):** the venture was dissolved because of commercial failure within five years of its founding, and it was neither merged nor acquired.

Some allocation method would need to be developed by which to assign ventures to the five categories of new venture performance. Numerical ranges would have to be defined for different levels of financial performance, such as for ‘substantial’ returns, and ‘exceptional’, ‘satisfactory’ and ‘poor’ rates of sales growth.

Thus, in the pilot survey the dependent variable (i.e. the performance of the entrepreneur’s venture) would only be measured in an ordinal scale and not in an interval scale. Ventures in one performance category would therefore not just be different from other ventures in other categories of that ordinal scale, they would also stand in some kind of relation to them. The performance of one class would be either better or worse than that of another class. In addition, all the ventures in any one category would be considered equivalent with respect to their performance track records. It should be noted that each venture would not be assigned an overall performance score which is a real number.

In the case of a Chi-square test for two independent samples, it may be necessary to collapse the categories of new ventures into just three groups (successful (++, +), marginal (0) and unsuccessful (-, - -)) if there were fewer than five ventures in any cells. However, the statistical test described in section 10.4 would not require such conditions to be fulfilled.

10.3 SECTION TWO OF THE QUESTIONNAIRE

At the end of the personal interview (Section One), entrepreneurs would be provided with Section Two of the questionnaire, which they would be asked to mail to the researcher upon completion.
Having obtained in Section One the information required to measure the dependent variable, the questionnaire would then turn to the independent variable, that is, the entrepreneur’s learning methodology. Section Two of the questionnaire would comprise a test instrument called the Entrepreneurial Learning Methodology Inventory (ELMI). Because entrepreneurial learning methodologies have not as yet been the subject of an empirical investigation, no operational measures of learning methodologies exist. Even within the fields of the sociology and philosophy of science there is a surprising paucity of literature on characterising the methodologies of individual scientists.

Thus, in the pilot study the inventory would need to be specially designed to be able to distinguish between sophisticated falsificationist entrepreneurs and entrepreneurs who subscribe to other learning methodologies. In order to simplify this measurement instrument, it would be assumed that an individual entrepreneur possesses only one methodology and that he or she applies the same methodology to all problem situations. In follow-up empirical investigations, the instrument could be refined to discriminate between a wider range of distinct learning methodologies that could potentially be employed by entrepreneurs: e.g. naive and sophisticated falsificationism, conventionalism, instrumentalism, naive and sophisticated inductivism, apriorism and scepticism. These entrepreneurial learning methodologies would only be very broad characterisations of their corresponding theories of scientific method.

To counter any potential charge that I am overselling the capabilities of the ELMI, it is important to highlight at the outset the limitations of any instrument which is designed to identify entrepreneurial learning methodologies. A truly critical method of testing economic theories must recognise that experimental and survey techniques for collecting and interpreting data are themselves fallible. In a survey using the ELMI, data would be collected by means of entrepreneurs’ self-reports of their own learning methodologies. Any self-report research method, however, is subject to a number of limitations. For instance, a major problem with self-reports on learning methodologies is that entrepreneurs are not in the habit of thinking about, and articulating upon, matters related to their own learning methodologies. (As mentioned in section 4.3, however, a notable exception is Soros (1987, 1992) who explicitly indicates that Popper’s philosophy has influenced his entrepreneurial decision-making in financial markets.) Their second-order learning
methodologies are often tacitly applied to their first-order entrepreneurial conjectures. The ELMI would require entrepreneurs to verbalise their interpretation of information beyond a level that they would normally do, although the closed-response question format would ameliorate this situation to some extent.

Consequently, the possibility exists that entrepreneurs will report that they subscribe to a particular learning methodology, whereas their actual behaviour is consistent with another. For example, entrepreneurs may indeed believe that they derive their beliefs inductively from observation even though induction is not applied. Or they may believe that they learn from their successes when in fact they learn from their mistakes. When propounded by entrepreneurs, the specified methodology may thus be a misrepresentation of what they actually do.

Even scientists’ accounts of their own theories of method are unreliable. A notorious case is Newton’s own reconstruction of how he made scientific discoveries and his associated disavowal of hypotheses (‘hypotheses non fingo’). Historical research reveals that the method of Baconian induction, which Newton himself said he employed to logically derive his theory of celestial mechanics from observations (namely, Kepler’s laws), could not have been the method that he actually employed (Duhem 1954:193; Popper 1963:185ff.; 1972:197–202). (Pirating a term from Marx, Lakatos (1971a: 96) referred to such phenomena as the problem of ‘false consciousness’.) Darwin is also a case in point. Darwin said of himself that he ‘worked on true Baconian principles, and without any theory collected facts on a wholesale scale’ (Darwin 1888:83). But in private letters he admitted that he held ‘an old belief that a good observer really means a good theorist’ (Darwin and Seward 1903).9

Thus, the capabilities of the preliminary version of the ELMI should not be overestimated. It would also not be surprising if few practising entrepreneurs consistently employ falsificationist learning strategies. Indeed, empirical evidence indicates that a substantial proportion of practising scientists do not even follow falsificationist methodological rules across a variety of inference tasks.

Having placed these caveats on the ELMI, I can now proceed to describe my proposals for an ELMI in more detail. The ELMI would attempt to define an entrepreneur’s learning methodology with respect to a three-dimensional grid (see Figure 10.1). Each dimension would reflect a different aspect of how the entrepreneur goes about learning about the world. The instrument would attempt to order an
entrepreneur’s learning methodology on three axes: degree of non-justificationism ($nj$), degree of empiricism ($e$), and degree of rationalism ($r$). Each entrepreneur’s learning methodology is a combination of all three dimensions. An entrepreneur’s learning methodology cannot be described adequately by just one or two of the three dimensions. For example, two entrepreneurs who are both non-justificationists will have very different learning methodologies if one of them is also a rationalist while the other is not. Thus, the learning methodology of entrepreneur $i$ must be represented by a vector comprising the entrepreneur’s score along each of these three dimensions:

$$M_i = (nj_i, e_i, r_i)$$

and where the set of all learning methodologies, $M$, has two members:

$$M = \{\text{sophisticated falsificationism, other learning methodologies}\}$$

The horizontal axis of the grid is the most important dimension for distinguishing entrepreneurial learning methodologies (see Figure 10.1). It represents the degree to which the entrepreneur’s learning methodology is non-justificationist. The non-justificationist nature of an entrepreneur’s learning methodology increases as one moves to the east of the zero origin. A high scorer is an adherent of non-justificationism and consequently rejects the thesis that there is any foundation of certainty in knowledge. Non-justificationism (and its counterpart, justificationism) were described in detail in Chapter 2.

The non-justificationist claims that all knowledge is conjectural and that we cannot prove that knowledge is true, even if it is true. The growth of knowledge is conceived to be (Revolutionary or discontinuous. Non-justificationist methodologies include sophisticated falsificationism – defined broadly to include Lakatos’s methodology of scientific research programmes – and Kuhn’s conception of scientific research. (Non-justificationist uses of Bayesian techniques would not be included at this preliminary stage.) The relationship between entrepreneurial learning methodologies is depicted schematically in Figure 10.2.

In contrast, a low score on the horizontal indicates justificationism. Justificationists identify knowledge solely with assertions which are proven to be true (or highly probable, in the case of neo-justificationists). Consequently, they attempt to justify their beliefs and specify an epistemological authority (such as the intellect or sense experience) by which knowledge-claims must be validated in order
to be accepted as genuine knowledge. Thus, genuine knowledge can and must be based upon a particular authoritative, epistemological foundation. Apart from the sceptics, justificationists also generally claim that the growth of knowledge is cumulative and continuous. Inductivism, conventionalism, dogmatic falsificationism (as Lakatos (1970:96) uses the term) and scepticism are methodologies which are consonant with justificationism.

The vertical axis represents the extent to which the entrepreneur’s learning methodology is empiricist. The higher the score on this dimension, the more empirical the learning methodology represented. Empiricist learning methodologies emphasise the role of experience, empirical testing, practical experimentation and empirical evidence in the growth of knowledge (especially in the rejection of theories or their tentative acceptance). They reject the claim that knowledge can be valid *a priori*, that is, valid prior to observational experience. Experience-based learning methodologies include falsificationism (dogmatic, naive and sophisticated), inductivism and conventionalism.

In contrast, low scores on the vertical dimension indicate non-empirical learning methodologies which emphasise the indubitable power of *a priori* reasoning, abstract conceptualisation and metaphysical speculation for acquiring knowledge. These methodologies extol the intellect above experience. Apriorism is an example of a non-empirical learning methodology. Apriorists deny the importance of empirical falsifications and corroborations. Knowledge, it is argued, is the product of the active mind and can be gained without recourse to experience (although they may admit that knowledge of sorts can be gained from experience). Justificationist apriorists11 reject the notion that the only way in which knowledge-claims about the real world (so-called synthetic propositions) can be checked is to engage in empirical testing. The apriorist holds that some synthetic propositions need not and cannot be tested: they are inherent in the structure of our thinking, so that we would be incapable of making sense of a world in which these propositions were not factually or materially true. Thus, Justificationist apriorists hold for certain that some synthetic propositions are *a priori* valid (so-called primary axioms) (Popper 1972:47, 93–94). Starting from these axioms, the apriorist is able to derive further certain knowledge by pure deductive reasoning. Hence, the process of setting one’s conjectures against empirical observation, of checking one’s assumptions against reality, is regarded as totally
Figure 10.1 The three dimensions of the Entrepreneurial Learning Methodology Inventory
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Figure 10.2 The relationship between various learning methodologies

© 1996 David A. Harper
superfluous. Any ‘testing’ is limited to checking that the argument
does not violate the rules of deductive logic, that is, to ensuring that
the stated conclusions (or predictions) do in fact follow necessarily
from the premises (Stewart 1979:20, 239). Because apriorist
entrepreneurs form their conjectures independently of real-world data,
their conjectures (and the patterns of their behaviour) are unaffected
by any changes in real-world data.

The next step is to superimpose a third axis upon this schema
which represents the extent to which the entrepreneur’s learning
methodology is rationalist (in the broadest sense of the term). The
degree of rationalism intensifies as one shifts further away from the
zero origin. Entrepreneurs who score highly on this dimension
subscribe to a rationalist learning methodology: they have reasons
for their choices of action and use logic in their reasoning. Their
actions are not random or haphazard. They employ rational
evaluation criteria. They regard changing from one theory to another
to be a rational change that is governed by logical rules. They
recognise that strictly logical deductions enable them to infer (i.e. to
transmit truth) but not to prove (establish truth). Justificationist
rationalists seek to employ either deductive logic or an inductive
logic in order to attempt to prove or to verify their theories, whereas
non-justificationist rationalists rely solely upon deductive logic for
disproving or for refuting their theories (however inconclusively).
Non-justificationist empiricist rationalists deduce the implications
(predictions) of their ideas and attempt to test them against empirical
evidence. They recognise the logical validity of the *modus tollens*
principle of propositional inference and apply only disconfirmatory
reasoning in hypothesis testing. Non-justificationist rationalism also
claims that rational decisions can be made in the absence of proven
or probable knowledge. All brands of falsificationism, inductivism
and apriorism are methodologies which belong to the rationalist
tradition.

In contrast, a low score on the third dimension denotes
irrationalism. An irrationalist sees decisions and the growth of
knowledge as driven mainly or wholly by psychological,
sociopsychological and political factors, rather than by rational
arguments or causes. Included here are people’s needs for self-
justification and external justification, the power of persuasion,
‘bandwagon effects’, shared values and shared ideological
commitments. Logical reasoning is not implicated in theory-choice.
Changing one’s beliefs is conceived to be more akin to a conversion
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experience than a rational choice. They deny that there are always independent rational standards for comparing competing theoretical frameworks. One particular type of irrationalism, justificationist or Humean scepticism, claims that rational decision-making is only possible if one has proven knowledge about alternative courses of action; and since there is and can be no proven knowledge, it is argued that rationality itself is impossible. ‘[T]he end of justificationism’ means ‘the end of rationality’ (Lakatos 1970:178). Early Kuhnian methodology, Polanyi’s post-critical philosophy and Feyerabend’s methodological anarchism have also been polemically described as irrationalist learning methodologies (Lakatos 1970:93–94), though Kuhn (1970b: 234) himself rejects being labelled an irrationalist.

On the basis of the GK theory of entrepreneurship, only a sophisticated falsificationist entrepreneur could possibly score highly on all three of the dimensions of the ELMI. With specific reference to the non-justificationist dimension, sophisticated falsificationist entrepreneurs would be expected to have a tendency to emphasise the tentativeness of knowledge, the impossibility of justifying their beliefs, the impossibility of deriving valid generalisations from particular instances, the importance of feedback and independent criticism, the theory-laden nature of observations, learning from mistakes and the objectivity of market problems. Their approach to problem-solving would be systematic rather than ad hoc. They would be expected to adopt critical policies towards their own conjectures, testing them by active experimentation and avoiding immunising strategies.

Although they would think conceptually about their ventures and would actively generate imaginative conjectures in response to specific problems, sophisticated falsificationist entrepreneurs would also be expected to receive high scores on the empiricist dimension, indicating a determination to learn primarily from experience. This dimension would be likely to manifest itself in an emphasis upon practical experience rather than just abstract thinking, upon practical experiments rather than only on thought experiments, and upon piecemeal experiments rather than holistic experiments. More concretely, they would be expected to stress the significance of indepth analyses of market potential and to emphasise the importance of market tests which involve end users in the problem-solving process (e.g. beta tests during early stages of the venture). They also place a premium upon experimental knowledge with respect to the relevant
technology and market. They would specify *ex ante* the precise conditions according to which the *ex post* performance of their start-ups is to be assessed, and they would assume that unintended consequences of a venture are inevitable. If there were discrepancies between their conjectures and the evidence, they would critically re-evaluate their business concepts and plans and would re-examine the evidence.

The sophisticated falsificationist would also be reported to rely heavily upon logical reasoning and rational evaluation (the rationalist dimension). They would employ rational standards for evaluating competing new product concepts and alternative strategies and policies. They would use deductive logic (specifically, disconfirmatory reasoning) in testing their entrepreneurial conjectures. They would emphasise that they change their conjectures for logical reasons rather than as a result of psychological, sociopsychological and political factors. They would not require proven knowledge about alternatives in order to make rational decisions. They would seek to develop business plans which are logically consistent (i.e. which do not violate the axioms of logic) and which are based on realistic assumptions.

It should be noted that in the pilot study the *ELMI* would simply be used as the basis for a nominal or classificatory scale and not for an ordinal scale. The *ELMI* would serve to partition the whole sample of entrepreneurs into a set of two non-empty, mutually exclusive subclasses.\(^\text{12}\) The first group (SF) would comprise sophisticated falsificationist entrepreneurs, whereas the second (OT) would consist of entrepreneurs who adhere to other learning methodologies (hereafter referred to simply as ‘other entrepreneurs’ or ‘other types of entrepreneurs’). The numerical scores for each dimension received by the individual entrepreneurs would *not* be used in the statistical tests.

In order to identify to which subclass in the binary scale each entrepreneur belongs, it would only be necessary to determine whether an entrepreneur is or is not a sophisticated falsificationist. This could be achieved by obtaining the entrepreneur’s score with respect to each of the three dimensions (non-justificationism, empiricism and rationalism). As has already been mentioned, sophisticated falsificationism can be described as a methodology which is strictly non-justificationist, highly empirical (i.e. experience-based) and undeniably rational. Entrepreneurs with data points near point Z (in the upper right background corner in Figure 10.1) would be conjectured to be sophisticated falsificationists. Minimum tolerance
levels for each dimension \((t_{nj}, t_e, t_r)\) would have to be set, below which the entrepreneur would not be regarded as a sophisticated falsificationist. A high positive score (i.e. greater than the minimum threshold) for every dimension \((n_j, e_i, r_i)\) would be required for an entrepreneur to be designated a sophisticated falsificationist (i.e. data points would have to intercept within the shaded region in Figure 10.1). If the entrepreneur were to receive a score below the tolerance level for one or more dimensions, the entrepreneur would be allocated to the classification of ‘other entrepreneurs’ (i.e. data points intercepting outside the shaded region in Figure 10.1). The classification of each entrepreneur could thus be summarised simply by the following decision rule:

For entrepreneur \(i\),
if \(n_j > t_{nj}, e_i > t_e, r_i > t_r\),

then \(M_i = \text{sophisticated falsificationism}\),
else \(M_i = \text{other learning methodologies}\); where

\[
\begin{align*}
n_j, e, r &= \text{the individual entrepreneurs scores with respect to} \\
&\text{the non-justificationist, empiricist and rationalist} \\
&t_{nj}, t_e, t_r &= \text{the minimum tolerance levels for each dimension.}
\end{align*}
\]

The \(ELMI\) would be divided into two parts, each part concerned with determining the entrepreneur’s learning methodology with respect to these three dimensions. Part A would require entrepreneurs to indicate the extent to which they agree or disagree with a number of simple statements on the nature of knowledge and its acquisition. Part B would contain a decision scenario in which entrepreneurs would be directed to describe how they would account for, and how they would respond to, contrary evidence which conflicts with their conjectures about the market, competition and technology.

10.3.1 Part A of the Entrepreneurial Learning Methodology Inventory

Part A of the survey instrument would require entrepreneurs to complete a long series of questions designed to assess some aspect
of their learning methodology. Each closed-response question would probe a different aspect of one of the three dimensions. Detailed aspects of each dimension were described above. Differently phrased but essentially duplicate questions could also be employed to check for the reliability of responses. The response options would be presented on a Likert scale (see Table 10.1). Entrepreneurs would be asked to indicate their degree of agreement or disagreement with a variety of statements related to each dimension. To obtain an entrepreneur’s score for a particular dimension, the entrepreneur’s responses to individual questions related to that dimension would need to be summarised by a total score or some measure of central tendency.

Table 10.1 includes a battery of possible Likert-scaled questionnaire items. These statements have been derived from the GK theory presented in this work, the philosophy of science and the literature on the development process for new products and ventures. Part A of the ELMi would need to be further refined on the basis of a small number of semi-structured, personal interviews with entrepreneurs and innovation experts (such as venture capitalists). Thorough pretesting conducted by personal interviews with a small but representative sample would also need to be undertaken in order to check the repeated use of this instrument. In particular, it would be necessary to ensure that potentially important aspects of each dimension are not omitted from the ELMi, to check that the vocabulary is simple, direct and familiar to participating entrepreneurs, and to identify and to correct for ambiguous, loaded or double-barrelled questions and statements. It should also be noted that items in Table 10.1 are not necessarily presented in a form directly consistent with the particular dimensions to which they relate. Individual statements which are negatively correlated with their respective dimensions are denoted by an asterisk (*).

The ELMi would have to be designed to check for a variety of biases, especially those introduced by closed-response questions. One approach could be to include an instruction sheet immediately preceding the closed-response questions of Part A of the ELMi. This sheet would require entrepreneurs to describe (in general terms if they wished) an actual historical case in which they had encountered some contradiction between market evidence and their own expectations regarding the feasibility of their venture. Open-ended questions would then direct entrepreneurs to describe how they made their judgments in a fairly concrete manner. The instruction sheet could be formulated along the following lines.
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From your own experience, choose an important situation in which market information suggested that one or more of your business assumptions might be wrong. You may have faced the situation in the past or be currently dealing with it.

How did you learn of the discrepancy between the market information and your assumptions?

With reference to your own venture, what did you do (if anything) when you discovered that the latest market information or market event did not agree with your hunch about market opportunities? Describe as specifically as possible how you went about dealing with the discrepancy from start to finish.

Did the discrepancy recur? If so, how did you react? If not, how would you have reacted if it had recurred?

In general, how do you go about solving unexpected problems encountered during the new product development process (e.g. poor results from beta-testing the prototype)?

What do you think is your greatest strength as a learner? What is your greatest weakness?

The researcher would then attempt to summarise their replies in methodological and epistemological terms in order to identify each entrepreneur's underlying learning methodology.15

10.3.2 Part B of the Entrepreneurial Learning Methodology Inventory

As mentioned earlier, entrepreneurs are unlikely to be able to articulate their learning methodologies explicitly. Some may even have difficulty answering the closed-response questions above. However, the manner in which entrepreneurs respond in real time to unintended consequences reveals much about their methodologies (cf. Boland 1982:184). For this reason, Part B of the ELMI would aim to indirectly determine entrepreneurs’ learning methodologies by investigating their responses to a decision scenario which describes a venture that has failed to achieve important milestones.

A major advantage of the decision scenario approach is that it provides all participants with a standardised problem situation. The
Table 10.1 Part A of the Entrepreneurial Learning Methodology Inventory

<table>
<thead>
<tr>
<th>Statement</th>
<th>Disagree strongly</th>
<th>Neither agree nor disagree</th>
<th>Agree strongly</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. To answer each question in Part A, please circle one choice (1 to 5) that best describes how you learn or how you define knowledge. A five-point scale is provided with each point being defined as follows:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 = disagree strongly</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 = disagree somewhat</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 = neither agree nor disagree</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 = agree somewhat</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 = agree strongly</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The aim of the questionnaire is to describe how you learn, not to evaluate your learning ability.

THE NON-JUSTIFICATIONIST DIMENSION

<table>
<thead>
<tr>
<th>Statement</th>
<th>Disagree strongly</th>
<th>Neither agree nor disagree</th>
<th>Agree strongly</th>
</tr>
</thead>
<tbody>
<tr>
<td>I do not regard new market information as real knowledge unless I know for certain that it is true or probably true.*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In order to say that I have learnt something about the market, I must know for certain that what I have found out is 100 per cent correct.*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>It is impossible to prove conclusively that new market information is correct, even if it is correct.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Once I have established hard facts about the market (e.g. about who will buy, how much and how often), these facts will never be disproved or overturned.*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Learning about a market consists of acquiring a growing body of hard facts.*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Different entrepreneurs making similar observations of similar market or technological developments will produce similar entrepreneurial ideas.*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>My conviction that my entrepreneurial hunch is correct is strengthened by observing numerous or repeated market events which confirm my idea.*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The more information I can acquire which confirms my entrepreneurial hunch, the more probable it is that my entrepreneurial hunch is correct. *</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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By observing the price of a product at a particular time and place, I am able to draw valid conclusions about the behaviour of that product’s price over all time and wherever it is sold.*

By generalising from observations of product sales in a limited number of representative test markets, I could arrive at valid conclusions about the total size of the market for that new product.*

I do not have the information required for calculating probabilities of different rates of return.

At the time of choosing between alternative pricing policies, I do not know all the possible outcomes that could result from any given policy.

There is no guarantee that what has been experienced in the past will persist in the future.

Feedback from other people is usually not constructive or useful.*

Successful entrepreneurs have to turn a deaf ear to other people’s concerns about the venture and new product if they want to get anywhere at all.*

I make good use of feedback regarding my business strategies and plans.

I encourage feedback from other members of the entrepreneurial team.

I seek feedback from expert outside sources during the development process (e.g. accountants, venture capitalists, industry association members, potential customers).

Every new product should attempt to solve a customer problem.

I learn most from active attempts to solve practical and definite problems.

Any knowledge I have about the market, competition or technology is tentative and can be overturned at any moment by new developments.

There is no secure foundation to one’s knowledge about the market, competition and technology.*
My knowledge of the market consists of hard facts, established conclusively by experience.*

1 2 3 4 5

My knowledge of the market consists of hard facts, established conclusively by abstract reasoning.*

1 2 3 4 5

I search for secure assumptions on which to base my business strategies and plans.*

1 2 3 4 5

I learn from my mistakes.

1 2 3 4 5

The only way I can learn something about the market is to find a flaw in my present understanding of it.

1 2 3 4 5

I consciously search for mistakes in my understanding of the market.

1 2 3 4 5

Other members of the entrepreneurial team are usually to blame for the disappointing results of our venture.*

1 2 3 4 5

Each modification of an existing product benefits from what we have learned from earlier models.

1 2 3 4 5

Knowledge gained from my failures is often instrumental in achieving subsequent successes.

1 2 3 4 5

It is very hard to learn from one's successes.

1 2 3 4 5

I learn from my successes.*

1 2 3 4 5

I solve problems in a trial-and-error manner.

1 2 3 4 5

Any observations I make about market developments are coloured by my own point of view and preconceptions.

1 2 3 4 5

My gathering and analysis of market data or information is not biased by my preconceptions and expectations.*

1 2 3 4 5

Profit opportunities are real, they 'exist' in some sense.

1 2 3 4 5

I ignore information which conflicts with my assumptions, plans or strategies, because I am positive that I am right while everyone else is wrong.*

1 2 3 4 5

I can use market data to corroborate my assertions about the market potential for my new product, provided the data was obtained from market studies conducted after I made my assertion.

1 2 3 4 5
I can use data collected by other people to support my projections of market potential for my new product, provided I did not originally use the same data in developing my projections.*

1 2 3 4 5

I can discover hard facts about the market which conclusively show my previous assumptions and expectations to be wrong.*

1 2 3 4 5

My assumptions and expectations about the market can never be conclusively disproved.

1 2 3 4 5

If my strategy does not agree with the latest market information, I must reject my strategy.*

1 2 3 4 5

If my venture misses an important milestone, I must reject my strategy, even if there is a risk that my original strategy is still correct.*

1 2 3 4 5

Even if my strategy conflicts with the facts, I will not abandon it unless I have a better strategy with which to replace it.

1 2 3 4 5

If my venture fails on a single occasion to achieve a predetermined performance target (e.g. the completion of product development), I will immediately change my business strategy and plans.*

1 2 3 4 5

The evaluation of a new venture must pay attention to its long-term performance and potential and not its performance at a particular date.

1 2 3 4 5

For new ventures, there is no need for predetermined go/no-go checkpoints or milestones at which to re-evaluate the entire venture.*

1 2 3 4 5

The difference between a successful and an unsuccessful venture is just a matter of the persistence of the entrepreneur to carry on single-mindedly.*

1 2 3 4 5

Sometimes rapid and radical adjustments in new products are required to save salvage an otherwise troubled venture.

1 2 3 4 5

I regard a marketing plan as a system for classifying the market into distinct subsets of customers.*

1 2 3 4 5
| Whenever my plan does not fit the facts, I am most likely to disregard the facts.* | 1 | 2 | 3 | 4 | 5 |
| Whenever my plan does not fit the facts, I am most likely to discard the plan immediately.* | 1 | 2 | 3 | 4 | 5 |
| Whenever my plan does not fit the facts, I am most likely to critically re-evaluate the plan and to re-examine the facts. | 1 | 2 | 3 | 4 | 5 |
| If a professional market study suggested that my venture was not economically viable, I would generally reject the results on the grounds that all survey findings and market research firms are notoriously unreliable.* | 1 | 2 | 3 | 4 | 5 |
| A setback for a new technical product is a temporary situation which is correctable over time with more money.* | 1 | 2 | 3 | 4 | 5 |
| Whenever my expectations for sales growth are severely disappointed by actual results, I will cautiously make minor ad hoc alterations to my strategies and plans so as to avoid jumping to conclusions.* | 1 | 2 | 3 | 4 | 5 |
| Whenever my expectations for sales growth are severely disappointed by actual results, I will make major revisions to my entire business strategy or will even try to devise an entirely new one. | 1 | 2 | 3 | 4 | 5 |
| I do not get worried whenever sales orders fall significantly below target levels because my assumptions and strategy still hold despite the discrepancy between expected and actual performance.* | 1 | 2 | 3 | 4 | 5 |
| I do not consider evidence of errors or mistakes to be a criticism of the realism of my assumptions and would not therefore change my business strategy.* | 1 | 2 | 3 | 4 | 5 |
| A business plan attempts to provide a realistic description of the venture’s environmental conditions and should be based upon realistic assumptions. | 1 | 2 | 3 | 4 | 5 |
| I am solely concerned with the practical success of adopting a business strategy as a basis for action, not at all with whether the underlying assumptions are realistic or not.* | 1 | 2 | 3 | 4 | 5 |
If I discover information which conflicts dramatically with my assumptions, I will not change my business plan because I knew my assumptions were unrealistic when I developed the plan. The assumptions were merely a convenient and practical way to simplify developing the plan.*

<table>
<thead>
<tr>
<th>Disagree strongly</th>
<th>Neither agree nor disagree</th>
<th>Agree strongly</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**THE EMPIRICIST DIMENSION**

I set performance targets of a fairly precise nature by which to compare actual results with my original expectations.

<table>
<thead>
<tr>
<th>Disagree strongly</th>
<th>Neither agree nor disagree</th>
<th>Agree strongly</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Detailed performance objectives and projections are inappropriate for innovative start-ups because they are totally unreliable and bear little relationship to actual results.*

<table>
<thead>
<tr>
<th>Disagree strongly</th>
<th>Neither agree nor disagree</th>
<th>Agree strongly</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

I try out my ideas to see whether they work and how they work.

<table>
<thead>
<tr>
<th>Disagree strongly</th>
<th>Neither agree nor disagree</th>
<th>Agree strongly</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Starting a new entrepreneurial venture is essentially an experiment.

<table>
<thead>
<tr>
<th>Disagree strongly</th>
<th>Neither agree nor disagree</th>
<th>Agree strongly</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Implicit in a venture are a number of hypotheses or assumptions about the market, technology and competition that can be tested only by experience.

<table>
<thead>
<tr>
<th>Disagree strongly</th>
<th>Neither agree nor disagree</th>
<th>Agree strongly</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The development of a new product or venture should be broken down into manageable stages rather than completed in one go according to a predetermined business plan.*

<table>
<thead>
<tr>
<th>Disagree strongly</th>
<th>Neither agree nor disagree</th>
<th>Agree strongly</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A large-scale production plant can be successfully planned by way of blueprints.*

<table>
<thead>
<tr>
<th>Disagree strongly</th>
<th>Neither agree nor disagree</th>
<th>Agree strongly</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Small-scale product-use tests do not tell us anything about the reactions of end users to the new product.*

<table>
<thead>
<tr>
<th>Disagree strongly</th>
<th>Neither agree nor disagree</th>
<th>Agree strongly</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

There is no venture or new product which has not had any setbacks or unexpected and undesirable effects.

<table>
<thead>
<tr>
<th>Disagree strongly</th>
<th>Neither agree nor disagree</th>
<th>Agree strongly</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Statement</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>---------------------------------------------------------------------------</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Market testing for a new product is only of value if it is carried out in the national market as a whole.*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Market experiments (e.g. to find out the effects of a significant price change) are useless because it is impossible to repeat them under precisely similar market conditions.*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>In my field, it is better not to involve end users in the product development process because it delays product introduction, reveals the product to competitors, and costs extra money.*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>It is important to have in-depth and frequent interaction with potential customers throughout the development process, even at the risk of revealing some strategic information.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>In my field, beta testing of the prototype (product-use tests at the customer’s site) is too costly, too risky, and too time-consuming.*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>In my field, it is better to bypass the market-testing stage.*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I continually test my assumptions by active experimentation, even at very early stages of the venture.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I avoid testing assumptions made in the business plan because I would not get passed square one if I did.*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I actively seek out market information prior to startup.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I do not place much importance on in-depth analyses of market potential.*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I rely primarily upon my intuitive feel for estimating market potential.*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>An entrepreneurial team does not need to be knowledgeable about formal market evaluation methods.*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Informal approaches to assessing markets are better than formal market evaluation methods.*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>In-depth market analysis is really only useful for meeting the requirements of potential investors.*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Statement</td>
<td>Disagree strongly</td>
<td>Neither agree nor disagree</td>
</tr>
<tr>
<td>--------------------------------------------------------------------------</td>
<td>-------------------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>Market analysis is only useful for forecasting sales.*</td>
<td>1 2 3 4 5</td>
<td></td>
</tr>
<tr>
<td>Market analysis can be useful for evaluating the entire business concept.</td>
<td>1 2 3 4 5</td>
<td></td>
</tr>
<tr>
<td>Because I really believed in my venture idea, I did not need to conduct a market study.*</td>
<td>1 2 3 4 5</td>
<td></td>
</tr>
<tr>
<td>Many entrepreneurs could avoid failure through better market analysis prior to startup.</td>
<td>1 2 3 4 5</td>
<td></td>
</tr>
<tr>
<td>An entrepreneur must have previous experience in the relevant technology and/or market before launching a new venture.</td>
<td>1 2 3 4 5</td>
<td></td>
</tr>
<tr>
<td>Industrial customers lack the technical sophistication required to be able to point out successful new product ideas.*</td>
<td>1 2 3 4 5</td>
<td></td>
</tr>
<tr>
<td>During the new product development process, I rely mostly upon experiments carried out mentally ('thought experiments') rather than upon practical experiments which are too costly.*</td>
<td>1 2 3 4 5</td>
<td></td>
</tr>
<tr>
<td>I learn mainly from practical experience rather than abstract thinking.</td>
<td>1 2 3 4 5</td>
<td></td>
</tr>
<tr>
<td>No one really knows if an innovative product will be economically viable until it encounters the realities of the marketplace.</td>
<td>1 2 3 4 5</td>
<td></td>
</tr>
<tr>
<td>Venture success generally requires not one but several well-managed trial products.</td>
<td>1 2 3 4 5</td>
<td></td>
</tr>
<tr>
<td>I developed my new product ideas and business strategy quite independently of market information.*</td>
<td>1 2 3 4 5</td>
<td></td>
</tr>
</tbody>
</table>

**THE RATIONALIST DIMENSION**

<table>
<thead>
<tr>
<th>Statement</th>
<th>Disagree strongly</th>
<th>Neither agree nor disagree</th>
<th>Agree strongly</th>
</tr>
</thead>
<tbody>
<tr>
<td>I use logical reasoning when deciding between alternative explanations of new market developments.</td>
<td>1 2 3 4 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I use logical reasoning when deciding between alternative policies.</td>
<td>1 2 3 4 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reason and logic play only a minor role in my decision-making.</td>
<td>1 2 3 4 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Statement</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>--------------------------------------------------------------------------</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>If I do not have full information about alternative courses of action, I cannot make a rational decision.*</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Even though I do not have perfect knowledge about some alternatives, I can still make a rational decision.</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Deciding to continue with a troubled venture is a matter of irrational faith.*</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Deciding to continue with a troubled venture is not irrational because there is always the possibility that the project will turn out to be a commercial success resulting in large profits.</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>My decisions are not random or haphazard. I have reasons for my choices.</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>It is perfectly rational to persevere with a troubled venture, even when things look almost hopeless, and to try to transform it into a successful venture.</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>A business plan does not need to be logically sound.*</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>The only way I can assess a proposed policy (e.g. on pricing) is to find out how many members of the entrepreneurial team support it.*</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>My evaluation of a particular policy is not determined by the number of team members who support the policy.</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>The best I can do is to imitate the most successful entrepreneurs.*</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>There are rational criteria by which I can evaluate new product concepts.</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Any decision to switch from manufacturing one product to manufacturing another is an instinctive reaction which cannot be governed by the rules of reason.*</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>The development of a new venture is a rational process.</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>
The same decision scenario is evaluated by every participant in the study. Thus, it is possible to control (at least to some extent) for the inputs into each entrepreneur’s decision process. Although the approach is still exposed to the errors and biases that may accompany self-reporting, its application to entrepreneurial problem-solving would be likely to satisfy many of the criteria specified by Ericsson and Simon (1980) as necessary for reliable self-reports. (For further
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discussion on the use of decision scenarios, see Fredrickson and Mitchell 1984:412–413.)

In line with the approach, entrepreneurs would be presented with a single decision scenario or problem. The scenario would describe in detail a hypothetical venture to introduce a new industrial product which is planned to result in a significant reduction in the user’s production costs (cost of materials etc.) and/or transaction costs (costs of monitoring product quality etc.). Table 10.2 provides an illustration of the type of decision scenario that would be appropriate. The decision scenario would involve reporting on experimental evidence which contradicts the entrepreneurial team’s assumptions of the venture. The venture itself would neither be a meteoric success nor a spectacular failure. An appropriate candidate for a decision scenario would be a venture belonging to that category of investments which venture capitalists label pejoratively as ‘the living dead’: portfolio companies which fail to yield a return on investment corresponding to expectation and which never achieve sufficient operating profit to exist independently, but which also never quite fail.

Having read the scenario, entrepreneurs would then respond to an accompanying series of Likert-scaled questions asking them to describe how they would respond if their own ventures (had) faced the same situation. Table 10.2 presents examples of the kinds of questions which could be asked. The items would be designed to assess the degree of non-justificationism, empiricism and rationalism involved in the entrepreneur’s decision process by investigating the methods and criteria that the entrepreneur would employ to evaluate and to screen out alternative courses of action. It is important that the entrepreneurial team in the scenario be reported to pursue immunising stratagems to an intermediate degree in order to safeguard their venture. The entrepreneurial team in the scenario would be sufficiently imaginative to invent convincing ad hoc explanations of poor performance. Subsequent questions to determine the degree to which responding entrepreneurs immunise their ventures would ask them to indicate whether they would be more or less tolerant (than is the entrepreneurial team in the scenario) of evidence of counterexamples to their assumptions. By the method of selection by sequential elimination, the aim would be to screen out entrepreneurs who apply immunising stratagems above some level of tolerance, as they could not be sophisticated falsificationist entrepreneurs. In the questions relating to the decision scenario
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PART B: THE DECISION SCENARIO

At the start-up stage

Innovatech Company is an instrument venture that is developing a highly innovative microprocessor-based device for controlling certain aspects of production in the printing industry. The venture has been in business a short time (just under a year). At this startup stage, the venture possesses the following characteristics. A detailed business plan (including market analysis) has been completed and has subsequently received backing from a syndicate comprising one established venture capital firm and four other investors. The venture has been founded by an energetic entrepreneurial team with extensive experience with the targeted market and industry. The team is functionally balanced and has had prior experience of working together. An experienced partner of the venture capital firm (the lead investor) is on the venture’s board, which plans to meet monthly.

The venture targets an existing market which is at the high growth stage and which is in a buoyant industry. According to the entrepreneur’s calculations of user benefit, it is estimated that it would take less than twelve months for the product to pay for itself in decreased production costs. Potential customers have expressed interest in the device. The founders have offered to supply the final product to two potential customers at a discount price (should they decide to purchase when it becomes available) if they would provide written evaluations of the prototype after it has been installed on a trial basis in their plants. The prototype is still under beta testing.

The venture draws on proprietary technology which is already under development (i.e. the device has been produced to the point of a functioning prototype). Because of its technology advantages, the venture is expected to be insulated from competition during the first two to three years of operation.

The financial projections for five years ahead have been worked through with the venture capitalist and are considered to be realistic. The potential return on investment (around 40 per cent compounded annually, after tax) is considered to be more than compensate for the level of risk. A high (50–55 per cent) gross margin on revenues is anticipated which will act as a buffer against unexpected losses (i.e. downside risk).

The level and timing of future infusions of capital have been planned to match the developmental needs of the venture and the accomplishment of significant milestones. The second round of funding is planned to occur in twelve months’ time. The major goals or benchmarks set by the venture capitalist which are to be achieved by the next funding stage include: completing beta-testing; getting the product ready to market; making some initial sales to demonstrate that a real demand exists for the product; and establishing the manufacturing feasibility for the product.
First application for additional funding

Ten months later, the venture requires a second round of financing. The cash-flow burn rate has been much higher than projected in the business plan, cash resources have been exhausted, the next payroll cannot be met and losses are accumulating. Two milestones have been achieved. First, manufacturing feasibility has been established after significant technical bugs were ironed out which delayed product development (especially the incorporation of modifications for individual customers). Second, beta testing of the prototype has been completed, and the test results are satisfactory.

Otherwise the venture is seriously behind schedule in the achievement of milestones in the business plan. The company is still not producing revenues. No firm orders have yet been received, although the founders are convinced that one of the two beta-site customers will soon place an order once its individual specifications are met. Technical hitches have frustrated product modifications to meet the needs of one potential customer. There has also been some turnover of technical personnel which has disrupted the startup effort.

For one reason or another, monthly board meetings did not take place, and the venture capitalist is ill-informed about the venture’s situation. The venture team manages to convince the venture capitalist that they recognise the cause of the problem: technical problems have hampered production, and the firm has been unable to ship because of these technical difficulties. A larger investment and more time are needed to generate the critical early sales. The reinvestment decision is recommended by the same venture capital partner who made the original investment decision. The venture capitalist’s reinvestment decision was made under significant time constraints, and he did not repeat the thorough screening process that he had undertaken at the startup stage. Given that this is the first application for additional funding, the venture capital firm is prepared to make a further investment provided that several changes are instituted. The venture team is willing to make changes and revise the business plan.

The most important benchmarks which were agreed upon by both parties are: to gain a foothold in the market, to build sales, to increase manufacturing capacity and to reach break-even. The next funding round is timetabled for twelve months ahead.
## QUESTIONS RELATING TO THE SCENARIO

Please circle one number (1 to 5) on each line to indicate how likely it is that you would consider each explanation or take each particular action.

<table>
<thead>
<tr>
<th></th>
<th>Very unlikely</th>
<th>Neither likely nor unlikely</th>
<th>Very likely</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. How likely is it that you would seriously consider each of the following explanations to account for the failure to reach the milestones described in the scenario situation?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a) my original projections about the timing of sales were overly optimistic</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(b) unpredictable external events</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(c) bad luck *</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(d) our assumptions about market needs were mistaken</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(e) slow market growth</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(f) industrial customers are simply deferring their purchase decisions *</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(g) the market is not as receptive as first thought</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(h) it is just a delay in the market’s learning of the new product *</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(i) the product is not supplying the benefits it was supposed to confer</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(j) the venture has missed the target market</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(k) the venture is ahead of its time *</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(l) technical difficulties have given rise to unanticipated delays in product development and made shipping impossible</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(m) inadequate execution by the management team of the original entrepreneurial idea</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(n) normal seasonal fluctuation in this market sector *</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(o) the market sector and/or the economy is in a recession</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(p) lack of experience with the target market</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(q) purchasing managers lack the sophistication required to recognise the product’s technical superiority *</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(r) the price is too high</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(s) a technological advance or market shift has made the product obsolete</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(t) potential market size and/or share is not as large as projected but is still economically feasible</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(u) product is not sufficiently competitive in the market</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(v) marketing strategy is wrong</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(w) inadequate financial controls</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(x) inadequate marketing</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(y) potential market size and/or share is not big enough to be economically viable</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(z) the product is too unique, novel or state of the art *</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

2. How likely is it that you would seriously consider taking each of the following actions in response to the missed milestone?

| (a) wait and see | 1 | 2 | 3 | 4 | 5 |
| (b) teach the market | 1 | 2 | 3 | 4 | 5 |
| (c) add a new member to the venture team or replace personnel | 1 | 2 | 3 | 4 | 5 |
| (d) change the business concept and/or marketing strategy | 1 | 2 | 3 | 4 | 5 |
| (e) change the assumptions of the business plan but leave the strategy intact * | 1 | 2 | 3 | 4 | 5 |
| (f) examine the growth rate for forward orders and the composition of the order books | 1 | 2 | 3 | 4 | 5 |
Second application for additional financing

Eight months later, a second cash crisis develops. The company has now been in business two-and-a-quarter years. None of the milestones that were agreed upon when the extra capital was first injected have been reached. Although the product is in fact being produced, only a few initial sales and some orders have been made, and both actual sales and orders have failed to reach projected levels. Actual revenues have yet to reach the first target level set at the startup funding stage (now eighteen months ago). The level of sales volume is substantially below breakeven. Inventories are building up.

In addition, the venture is more vulnerable to competitive attack than first thought. An unanticipated competitor has announced its intentions to enter the market. The competitor has simultaneously developed a similar device which employs alternative non-patented technology which supplies user benefits in a cheaper way. It is estimated that the competitor’s action could result in up to a 50 per cent loss of planned market share for the firm.

The reasons put forward by the venture team to explain the ‘time lags’ encountered by the venture are: the lack of success in accomplishing prior developmental objectives have frustrated the subsequent progress of the
company; purchase decisions are being deferred because the venture missed the annual budget year of its industrial customers and because the sanction of managers at higher levels in client organisations is required before purchase decisions can be made; and the market is confused since the competitor has made an announcement of a similar device that it intends to introduce.

The venture team suggests that the appropriate response to its difficulties is for the venture capitalist to provide it with funds to be utilised for a major expansion in the company's marketing effort.

### FURTHER QUESTIONS RELATING TO THE SCENARIO

<table>
<thead>
<tr>
<th></th>
<th>Very unlikely</th>
<th>Neither likely nor unlikely</th>
<th>Very likely</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>3.</strong> How likely is it that you would seriously consider taking each of the following actions?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a) wait and see</td>
<td>1 2 3 4 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(b) teach the market</td>
<td>1 2 3 4 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(c) add a new member to the venture team or replace personnel</td>
<td>1 2 3 4 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(d) change the business concept and/or marketing strategy</td>
<td>1 2 3 4 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(e) change the assumptions of the business plan but leave the strategy intact *</td>
<td>1 2 3 4 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(f) examine the growth rate for forward orders and the composition of the order books</td>
<td>1 2 3 4 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(g) seek outside advice and assistance</td>
<td>1 2 3 4 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(h) re-examine the entire business concept critically</td>
<td>1 2 3 4 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(i) make personal contact with potential customers</td>
<td>1 2 3 4 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(j) undertake market research</td>
<td>1 2 3 4 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(k) expand marketing effort *</td>
<td>1 2 3 4 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(l) reduce price</td>
<td>1 2 3 4 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(m) switch target markets *</td>
<td>1 2 3 4 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n) modify or reposition product</td>
<td>1 2 3 4 5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
response options which represent immunising stratagems are denoted by an asterisk.

In order to construct the decision scenario, a range of pilot interviews would be undertaken with innovation experts and entrepreneurs at the instrument development stage. The emphasis of the interview would be upon identifying critical milestones which new, high-tech ventures typically fail to reach. It would also explore and describe the different types of actions that entrepreneurs often take when significant milestones are not attained.

In addition, the technique of simultaneous verbal protocols is an approach which could be used as a basis to develop Part B of the ELMI. (For a review of this method, see Schweiger 1983.) Verbal protocols are a method for using verbal responses as empirical data in the testing of hypotheses. By this method, it may be possible to identify the sequences in which entrepreneurs interpret refuting evidence, the criteria that they apply for evaluating their ventures and ultimately the detailed aspects of each of the dimensions for distinguishing entrepreneurial learning methodologies. Simultaneous verbal protocols can be used to trace the processes involved in problem-solving activities (Schweiger 1983). The method simply involves asking entrepreneurs to verbalise their conscious thought processes in the course of solving a specific, concrete problem (such as evidence of counterexamples which do not fit the entrepreneurs’ plans). The deliberations of entrepreneurs would be tape-recorded as they each evaluate their own ventures in the light of evidence which suggests that their ventures are in difficulty. Their verbalisations

<table>
<thead>
<tr>
<th></th>
<th>(o) switch products *</th>
<th>(p) switch technologies *</th>
<th>(q) stay in the original market</th>
<th>(r) ramp up manufacturing *</th>
<th>(s) develop second-generation product *</th>
<th>(t) broaden market</th>
<th>(u) restructure company</th>
<th>(v) diversify products</th>
<th>(w) begin major expansion of company *</th>
<th>(x) discontinue the venture</th>
<th>(y) alter initial selling method and/or distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>1</td>
</tr>
</tbody>
</table>
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would then be transcribed and codified according to some predesigned scheme for classifying entrepreneurs’ thought units into methodological categories.

Significant pretesting would need to be conducted in order to ensure that the scenario represents a realistic decision context for entrepreneurs. Thus, participants would be asked to rate on a five-point scale how typical the scenario situation is in their own experiences of start-up ventures.

Pretesting would also be needed to detect any major biases that may be present in the instrument. In order to check for biases introduced by closed-response questions, participating entrepreneurs would be asked to describe as specifically as possible how they would explain and actually deal with the situation in the scenario, and they would be directed to record their approach on a worksheet. The worksheet would be completed after reading the decision scenario but before reading the questions relating to it. In addition, in order to discourage a normative response, participants would be told that there are no correct answers, and they would be requested to specify the actions which they would actually take and not to describe how they think they should behave.

10.4 THE STATISTICAL TEST

This empirical study would employ two independent samples: sophisticated falsificationist entrepreneurs, and entrepreneurs who adhere to other learning methodologies. The usual parametric technique for testing whether two independent samples have been drawn from the same population is a t test applied to the means of the two groups. In this empirical investigation, however, parametric tests, such as the t test, would be inapplicable for a variety of reasons. Apart from its small sample size, the study would violate the restrictive assumptions about the population which are associated with parametric tests. In addition, because the data for the dependent variable would be measured by an ordinal scale (i.e. the five categories of venture performance), the data would fail to meet the measurement requirements of parametric tests.

Consequently, only non-parametric statistical tests for two independent samples should be employed in this empirical investigation. Because the difference in central tendency (i.e. difference in location rather than in dispersion or skewness) between the two samples would be the focus of the hypotheses being tested, tests which
are most sensitive to differences in location should be selected. A further requirement would be that the test be appropriate for larger samples and ordinal measurement. Thus, in this case, either the Mann–Whitney \( U \) test or the Kolmogorov–Smirnov two-sample test (for a one-tailed test) would be applicable. However, the Mann–Whitney \( U \) test would be more appropriate because of its ability to distinguish between two populations with relatively small differences in central tendency but significantly different frequency distributions in the upper and lower performance categories (Sandberg 1986:104).

The Mann–Whitney \( U \) test (1947) is a conservative non-parametric test for two independent samples. It is one of the most powerful non-parametric tests and an excellent alternative to the parametric \( t \) test. The Mann–Whitney test needs only to assume that the observations are independent and that the data (in this case, on venture performance) represent a distribution which has underlying continuity (Gibbons 1985:140, 148; Siegel 1956:25, 116, 123).

The null and alternative hypotheses were defined in section 10.1. These hypotheses can now be restated more specifically with reference to the Mann–Whitney \( U \) test. In the case of prediction P2, the null hypothesis \( (H_0) \) is that the population of sophisticated entrepreneurs \( (X) \) and the population of other types of entrepreneurs \( (Y) \) have identical distributions. That is, if \( x \) is one entrepreneur sampled from the population \( X \) and \( y \) is one entrepreneur sampled from the population \( Y \), then the null hypothesis is that the probability that \( x \)’s performance is better than \( y \)’s performance is equal to one-half. Thus: \( H_0: P(x > y) = 1/2 \). The alternative hypothesis \( (H_1) \), against which \( H_0 \) is tested, is that sophisticated falsificationist entrepreneurs have (stochastically) better performance track records than entrepreneurs who are not sophisticated falsificationists. Thus: \( H_1: P(x > y) \neq 1/2. \)

We would reject \( H_0 \) if the probability of the sophisticated falsificationist entrepreneur’s performance being better were greater than one-half. The GK theory of entrepreneurship would then have resisted refutation by this particular test: some of its excess empirical content would have been corroborated. It would have led to the discovery of novel facts. The GK theory would be refuted by this particular empirical test if it were decided that the data did not support the rejection of \( H_0 \) in favour of \( H_1 \) at the prespecified level of significance.

In later empirical investigations, the intent would be to test the association between entrepreneurs’ degree of sophisticated falsificationism and the degree of economic success of their ventures.
To this end, non-parametric measures of correlation, such as the Spearman rank-order correlation coefficient, would be applied. This measure of association makes no assumption about the shape of the population from which the data are obtained. However, the Spearman rank-order correlation coefficient does require that both variables be measured in at least an ordinal scale. It would therefore be necessary to refine the Entrepreneurial Learning Methodologies Inventory to measure the degree of an entrepreneur’s sophisticated falsificationism. (The closer the entrepreneur’s data point is to point Z in the upper-right background corner of Figure 10.1, the greater the degree to which the entrepreneur’s learning methodology is sophisticated falsificationist.) Statistical tests would also be undertaken to determine the significance of any correlation that may be observed in the sample.

This chapter has described a potential empirical test of the GK theory of entrepreneurship. Only by such testing will it be possible to determine whether the new theory is empirically as well as theoretically progressive. The next chapter outlines directions for further theoretical development within the GK research programme and comments upon the fruitfulness of the new programme.

NOTES
1 For previous empirical research into the prefiinding factors which may predict the success or failure of technological startups, see: Cooper and Bruno (1977); Roure and Maidique (1986); Stuart and Abetti (1987) and Van de Ven et al. (1984). See too Maidique (1986) for a general discussion of key success factors in high-technology ventures. The literature on the success of new products and technological innovations is much more extensive. See: Cooper (1979a, 1979b, 1980, 1983); Maidique and Zirger (1984:192–193; 1985); Mowery and Rosenberg (1979); Myers and Marquis (1969); and Rothwell et al. (1974).
2 At this point, it is worth noting that previous studies into the prefiunding factors which may influence the performance of high-tech new ventures rarely discuss how they arrive at their sample sizes. Sample sizes are typically small. For example, see: Roure and Maidique (1986) – eight high-tech companies from the electronics industry; Sandberg and Hofer (1987) – seventeen new ventures, not all high-tech; Stuart and Abetti (1987) – twenty-four technical ventures, both independent and corporate; Van de Ven et al. (1984) – thirteen software firms. One exception is Cooper and Bruno’s (1977) longitudinal study, which is based upon an investigation of 250 high-technology firms founded on the San Francisco peninsula during the 1960s. They regarded their study as a census of the population of high-tech startups for that location and period.
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The relative success of a new venture can be measured in various ways. For a discussion of the different dimensions by which previous research has defined venture success, see Stuart and Abetti (1987:217–218). For a discussion of the definition of failure, see Sharma and Mahajan (1980:81).

Firms which had been acquired or merged would be eliminated from the sample because acquisition is often a vehicle for both successful and unsuccessful new firms (cf. Cooper and Bruno 1977:18).

All the surviving firms would have been operating in the market for that time-span and could therefore be regarded as successful to some extent. In this study, however, survival would not be the only measure of performance.

Because the performance data would be limited to this time span, only the initial performance of a venture and not its long-term performance would be measured. It must be noted that, in the absence of an inductive logic, early success or profitability does not necessarily guarantee continued success or profitability (Biggadike 1979:105; Stuart and Abetti 1987:219).

This instrument should not be confused with the Learning Style Inventory of Kolb, Rubin and McIntyre (1979). Their inventory is a simple self-description test for characterising how a participant learns, and it is based upon a psychological and largely inductive theory of experiential learning. The structure and detail of their inventory is not appropriate for testing the predictions of the GK theory of entrepreneurship. For a somewhat rudimentary application of the Learning Style Inventory to entrepreneurship, see Bailey (1986).

Though the following examples are drawn from the natural sciences, the methodological pronouncements of social scientists (including economists) may also bear little relationship to their own actual behaviour. Kaplan (1964:3–11) neatly distinguishes between ‘logic-in-use’ and ‘reconstructed logic’ to describe this dichotomy between what scientists themselves actually do and what they say they do.

Both of Darwin’s quotes in this paragraph were taken second-hand from Medawar (1969:11).

Within the justificationist philosophical programme, the terms ‘rationalism’ and ‘empiricism’ typically refer to rival theories on the source of knowledge and the method by which knowledge is acquired. Justificationist rationalism (especially seventeenth-century classical intellectualism) claims that pure reason by itself, without appeal to sense perception, can provide certain knowledge. Certain knowledge can be derived from certain propositions (axioms about which one cannot be wrong) by means of strictly logical deductions. On the other hand, Justificationist empiricism (e.g. the logical positivist movement in the twentieth century) claims that all knowledge is derived from experience. It seeks to construct certain knowledge inductively from a small set of factual propositions which are also indubitable (see Chapter 2). However, no conflict between the dimensions of empiricism and rationalism is implied by the Entrepreneurial Learning Methodology Inventory. These terms are used in a broad sense (discussed more fully in subsequent
paragraphs), not in their narrow justificationist sense. Thus, it is indeed possible to be strictly empiricist without being justificationist. Empiricist methodologies are not necessarily justificationist; they need not be based upon the sensationalist assumption that genuine knowledge can only be derived through the senses (Agassi 1966). For instance, empiricism underlies Popper’s non-justificationist philosophy of science: ‘[T]here is no clash between my theory of non-induction and either rationality, or empiricism, or the procedure of science’ (1972:5).

11 To my knowledge, all apriorist learning methodologies are justificationist. Justificationist apriorism implies that our intellect is invariably successful in imposing its interpretation upon the world and that the theories created by our minds must be true a priori (Popper 1963:191–192). I do not know of a purely apriorist learning methodology which is also non-justificationist.

12 In the follow-up empirical investigation, entrepreneurs could be classified according to a more extensive categorisation of learning methodologies. Scores with respect to each dimension could be classified as either high or low. Given that there are three dimensions, there would then be potentially eight (2 × 2 × 2 = 8) major categories of learning methodologies (each corner of the cube in Figure 10.1). The point of interception of the entrepreneur’s scores with respect to each of the three dimensions would determine into which of the eight learning-methodology categories the entrepreneur would be assigned. Similarly, if scores for each dimension were classified as either low, medium or high, then there would be twenty-seven potential classes of learning methodologies (3 × 3 × 3 = 27).

13 The Cronbach alpha for each dimension could later be calculated to test the reliability of the measurements for each dimension. Principal component factor analysis (Varimax rotation) could also be undertaken to test whether the responses to individual items loaded onto factors with combinations similar to those designed to reflect the dimensions of an entrepreneur’s learning methodology.

14 The most appropriate measure for describing the central tendency of scores in an ordinal scale is the median (Siegel 1956:25). However, under some important assumptions, it may be more convenient to obtain the arithmetic mean. Before the arithmetic mean could be calculated from the ordinal data, responses to individual items would have to be scored by assigning values from one (‘disagree strongly’) to five (‘agree strongly’). In the case of statements which are negatively related to the dimension in question, it would be necessary to correct for the scoring direction by assigning a scale value of one to ‘agree strongly’ and so on.

15 The disadvantage of such an unstructured, open-ended question approach as a general basis for the ELMI would be that each historical case would be evaluated solely by the entrepreneur who reported it and by no other participants in the study. Without a set or common or standardised historical cases, it would not be possible for the researcher to assess the extent to which an entrepreneur’s response to a counter-example is a function of the historical case as well as of his or her methodology.

16 Table 10.2 is merely provided as a sketch of a possible scenario. Greater
institutional detail would need to be obtained from interviews with industry experts at the instrument development stage and from a literature review of the selected industry.

In developing the instrument, the researcher may also find helpful empirical psychological research into the way decision-makers respond to failure. In particular, for the design of laboratory experiments on escalation, see Conlon and Wolf (1980), McCain (1986), Staw (1976) and Tegar (1980).

The literature on early warning indicators of business failure may also be consulted: Argenti (1976a, 1976b); R. G. Cooper (1975, 1979a, 1979b, 1980, 1983); and Sharma and Mahajan (1980). In addition, the following works would provide a useful basis for developing a more detailed scenario: Block and MacMillan (1985); De Sarbo, MacMillan and Day (1987); Greiner (1972); MacMillan et al. (1985:121); Maidique and Zirger (1985); Rich and Gumpert (1985b: 157–158); Robinson (1987); Roure and Maidique (1986:295–296) and Ruhnka and Young (1987).

17 For a discussion of the inappropriateness of parametric statistical tests in the context of new venture performance, see Sandberg (1986:103–105). The parametric statistical model associated with the normal distribution assumes that independent observations are drawn from normally distributed populations with equal variances. It also requires that the observations are measured in the strength of at least an interval scale (Siegel and Castellan 1988:20, 33, 103). The assumptions of normal distributions and equal variances within the two independent populations would be dubious in the context of empirically testing the GK theory: no empirical research has been undertaken into the survival rate of, or into the distribution of performances of, new high-tech ventures led by sophisticated falsificationist entrepreneurs and other types of entrepreneurs.

18 Another version of this test is referred to as the Wilcoxon (1945) ranksum test. Even though the Mann–Whitney U test and the Wilcoxon two-sample test appear to test different hypotheses, they are actually equivalent and provide tests of the same null hypothesis but from a different perspective (Gibbons 1985:148; Marascuilo and Serlin 1988:228, 236). Although the Wilcoxon format reflects the basic theory more directly, the Mann–Whitney procedure is easier to apply and to computerise, and it can be adapted to the estimation of a confidence interval for the median difference (i.e. the difference in location) (Sprent 1989:87, 93; Marascuilo and Serlin 1988:240). For useful discussions of the Mann–Whitney/Wilcoxon test, the reader should refer to Lehmann (1975), Mann and Whitney (1947), Siegel (1956), Siegel and Castellan (1988) and Wilcoxon (1945).

19 A less general way of stating the null hypothesis is that the median performance of \( X \) is equal to the median performance of \( Y \): \( H_0: \theta_x = \theta_y \). Similarly, the alternative hypothesis may also be stated in terms of medians: \( H_1: \theta_x > \theta_y \). It should be noted that in this case the alternative hypothesis specifies only that there is a difference in medians, that is, it specifies that the two samples come from populations with distributions which differ only in location (Gibbons 1985:149; Siegel and Castellan
1988:137; Sprent 1989:87–90). Like the null hypothesis, the alternative hypothesis assumes that the variances of the distributions are equal (i.e. homoscedastic).

The usual parametric measure of correlation, the Pearson product-moment correlation coefficient, would not be applicable because the set of data would not meet its requirement that both variables (in this case, venture performance and the entrepreneur’s sophisticated falsificationism) be measured in at least an equal-interval scale (Siegel and Castellan 1988:225).
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AGENDA FOR FURTHER DEVELOPMENT OF THE THEORY, AND CONCLUSIONS

This chapter charts possible new courses for further theoretical development and offers some concluding thoughts on the new programme. As part of developing the growth-of-knowledge (GK) theory of entrepreneurship, I provide a couple of suggestions on which lines of research may promise to be fruitful. The theory can be expected to develop in at least three directions: at the level of individual decision-making, the level of the entrepreneurial team or firm, and the level of public policy. As for the first of these, theoretical development could entail the application of GK rationality to decision-making by other transactors in the market process, such as venture capitalists (section 11.1). As for the firm, the theory could be expanded by developing a theory of the firm as a Popperian learning mechanism or a Lakatosian research programme (section 11.2). The third line of inquiry would involve drawing out the public policy implications of the GK theory (section 11.3). (It is also anticipated that the theory will develop at the level of market processes – some suggestions were provided in Chapter 9.) I will briefly discuss each of these suggested directions for future research in turn.

11.1 THE SCREENING OF ENTREPRENEURIAL IDEAS BY VENTURE CAPITALISTS

The GK approach could be extended to the learning procedures of other transactors in the market process, such as venture capitalists, who evaluate entrepreneurial ideas and who face difficulties of interpretation. The procedures that venture capitalists employ will affect the realisation of entrepreneurial ideas and hence the pattern of market adjustment and the growth of knowledge. ‘[T]he ability to get financial backing emerges as probably the most crucial factor
in embarking on any entrepreneurial project’ (Ronen 1983b: 142; emphasis added). Venture capital has become an increasingly important medium for financing the realisation of entrepreneurial ideas which entail setting up innovative companies at the frontier of new technologies and markets.¹ ‘It plays an essential role in the entrepreneurial process’ (Tyebjee and Bruno 1984a: 1051). The connection between entrepreneurship and venture capitalists’ decision-making is intensified still further when one recalls Mises’ point that an entrepreneurial element is inherent in all human action: ‘in any real and living economy every actor is always an entrepreneur and speculator’ (1949:252).

The process of interpersonal criticism within the external venture capital market is especially pertinent as an object of study because independent venture capitalists have been relatively successful in investing in innovative business startups (Dixon 1989; Joint Economic Committee 1985; Sandberg and Hofer 1982; Timmons and Bygrave 1986). It has been suggested that the source of venture capitalists’ success is the evaluation procedures and the rigorous selection criteria that they employ. Indeed, venture capitalists undertake intensive screening and analysis of the projects in which they invest. During the pre-investment phase, business proposals are subjected to successive stages of scrutiny: prescreening, screening, evaluation, and structuring and pricing the investment proposal. Thus, venture capitalist decision-making may be the paragon of critical rationalism in the context of the growth of market knowledge. Furthermore, venture capitalist screening is of particular importance because such appraisal is typically a prerequisite to further screening by other resource owners and transactors in the economic process: the acquisition of venture capital is often required to finance the formation of contracts with other factors of production (labour, land, machinery, plant and equipment).

Venture capital is also interesting from a theoretical perspective. Apart from a few exceptions (Baaken 1989; Chan 1983; Cooper and Carleton 1979; Khan 1987; Meade 1978; Tyebjee and Bruno 1984a), a theoretical approach to the decision-making of venture capitalists has not received much emphasis in the literature of economics, management and finance. Most literature on venture capital is highly descriptive and lacks an explicit theoretical foundation. Thus, venture capitalist decision-making emerges as an appropriate subject for the application of the general theoretical framework developed in Parts 1 and 2 of this book.²
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The GK approach would concentrate on the role of venture capitalists in the appraisal of innovative entrepreneurial ideas. The aim would be to develop a model of venture capitalist screening as a basis for explaining the methods and selection criteria that venture capitalists apply in evaluating innovative entrepreneurs and their novel ideas. It would be necessary to explain a number of factors: the sequence of screening stages employed by venture capitalists; the particular nature of the appraisal of entrepreneurial ideas by venture capitalists; the role of objective surrogates (such as business plans) in the venture screening process; and the employment of experts in the appraisal of entrepreneurial ideas. It would also be important to examine the difficulties which venture capitalists encounter in evaluating the performance of projects in their current portfolios and in deciding whether to make follow-on investments. It would also be useful to inquire into the reasons why venture capitalists reject entrepreneurial ideas.

Any GK model of venture capitalist screening that is developed could then be assessed in the light of previous empirical research which has studied the evaluation of business proposals by venture capitalists. The next step would be to subject the model itself to severe empirical testing.

11.2 ENTREPRENEURIAL TEAMS AND FIRMS

The GK theory of entrepreneurship has been presented at the level of the individual entrepreneur. The GK approach can also be extended to the conception of the entrepreneurial team or firm. Such an approach introduces a theory of learning into the theory of the firm. Pioneering attempts at depicting the firm in terms of concepts from theories of the growth of scientific knowledge have been advanced by Earl (1984: ch. 5; 1987) and Loasby (1971, 1976, 1983). The GK approach complements, and extends beyond, the literature on corporate culture which originated with Selznick (1957) and which has subsequently been championed by organisational sociologists. The approach provides “a theoretical basis for the existence of corporate cultures and strategies, not merely another language for characterizing them” (Earl 1987:19). It provides a framework for synthesising recent developments in the strategic management literature, organisation theory and behavioural economics.

However, there is still much scope for the development of these
fruitful ideas for explaining entrepreneurial and business behaviour. To date, the emphasis has been upon firms as Kuhnian paradigms, which are well outside the Popperian philosophical tradition.\textsuperscript{4,5} In contrast, it is possible to portray the firm as a Popperian inquiring system or an entrepreneurial research programme which is akin to a scientific research programme within Lakatos’s methodology. (As mentioned in section 2.3, Lakatos’s methodology is itself “Popperian” in a wider sense’, representing a ‘creative shift’ in Popper’s programme (Worrall 1978:65).)

The GK approach treats the firm as a set of rules for problem-solving. In addition, a business strategy is argued to reflect a particular theoretical perspective on the (business) world. A business strategy is depicted, not as a single objective or isolated plan, but as a complex of conjectures which possesses organic unity, heuristic power and continuity. In Lakatosian terms, the business strategy of a firm is its entrepreneurial research programme. The descriptive hard core of such a programme is constituted by the central assumptions held by the entrepreneurial team about the nature of the firm’s business. The normative hard core comprises the methodological decision rules which supplement the firm’s objectives and guide the generation and selection of new entrepreneurial ventures. The protective belt of an entrepreneurial research programme is the malleable boundary of the firm which can be redefined (e.g. by divesting peripheral business activities) in order to stave off a potential threat to the core line of business.

Like Ansoff’s (1965) classic model of corporate strategy, the GK approach would assume that an entrepreneurial team relies upon comprehensive logical analysis in determining strategy. Like Ansoff, it would present a rational rather than a sociopsychological model of business growth.\textsuperscript{6} (Indeed, the GK approach can provide an objective reconstruction of sociopsychological, Kuhnian models of the firm.) Firms would be portrayed as undertaking their strategic activities (e.g. market development, diversification, divestiture) in a rational way.

The GK approach to entrepreneurial teams and firms would seek to offer solutions to an array of important problems: How does the structure or architecture of firms affect entrepreneurship (including the screening of entrepreneurial ideas)? Why and how do entrepreneurs work as a team? What adjustments might they have to make to their individual strategies in order to be able to work together? How are decisions implemented in firms managed jointly
by more than one entrepreneur? Why do businesses in the same or similar situations choose different paths to growth? Why and how do entrepreneurs’ strategic choices change over time? In particular, why and how do entrepreneurial firms shift away from their original core lines of business? Why do patterns of strategic behaviour persist in the face of new leadership? What does an entrepreneurial firm need in order to achieve orderly and profitable growth? Why are some failing ventures in a firm ‘immunised’ from elimination but not others? Why do large firms ‘spin off’ some new businesses as separate enterprises? How does a coalition of entrepreneurs learn in an environment of structural uncertainty? How does an entrepreneurial team coordinate its problem-solving activities (including the selection of market problems, new ideas and experiments)? What guides the generation and application of localised knowledge within a multi-entrepreneur firm?

The long-run evolution of corporate strategies away from original core lines of business is an important subject for further research. This could be analysed by means of Remenyi’s (1979) theory of ‘core demi-core interaction’. Remenyi extends Lakatos’s analysis by adding several new elements which attempt to capture the dynamic and evolutionary nature of scientific disciplines. In contrast to Lakatos’s model which portrays the emergence of competing research programmes as external to the dominant SRP, Remenyi’s model allows for the internal generation of recalcitrant hypotheses which may grow more visible as the demi-core of an established subdiscipline (which is in the protective belt of the main discipline) is driven into open conflict with the discipline’s hard core. This approach can be used to explain how new entrepreneurial ideas or ventures can be developed within a firm even though they conflict with its core business activities.

In order to develop a theory of the long-run evolution of business strategy and structure, it may also be possible to combine the GK approach with theories of corporate development (e.g. Chandler 1962, 1977; Chandler and Daems 1980; Scott 1973). The theory may assist in analysing the character and timing of firms’ responses to new situations. Furthermore, the GK approach (and especially the Lakatosian view of the firm) may provide a methodology by which the business historian can reconstruct the internal history of business enterprises and it may thus provide a rational explanation of the growth of actual entrepreneurial firms.

Although the GK approach does not examine the transaction cost
or agency cost properties of alternative governance structures, it could extend transaction cost theory if it were grafted on as a theory of learning. At present, the transaction cost literature does not emphasise the differential efficiency of alternative learning mechanisms in eliminating errors and in facilitating the progress of knowledge.\textsuperscript{11}

It should be recognised that at multiple levels within a firm, individuals are pursuing problem-solving activities of their own. Even within an entrepreneurial team, individual members have their own agendas. In order to take account of internal decision-making processes in entrepreneurial teams, it may be possible to integrate the GK approach with the literature on committees, hierarchies and polyarchies (Nalebuff and Stiglitz 1983; Sah 1991; Sah and Stiglitz 1985, 1986, 1988).

At this juncture it should be mentioned that the approach may diverge to some extent from the GK programme as specified formally in Chapter 1. In particular, depending upon how these suggestions are implemented, it may conflict with the principle of methodological individualism (see HC1 and PH3 in section 1.4). While it should be kept to a minimum, such a conflict should not worry us unduly at this early stage in the programme's development. As Blaug (1980:51) comments, methodological individualism is a commendable heuristic postulate, but one which should not be adhered to at all costs if it would halt the investigation of collective entities (e.g. venture teams and firms) which cannot as yet be reduced to the decision-making of individuals.

The GK approach could also be used to compare the differences between various hierarchically organised learning mechanisms, that is, alternative intra-firm arrangements for instituting the generation and interpersonal criticism of ideas. Different hierarchical learning mechanisms provide different incentives and employ different techniques for identifying new market problems and for generating solutions to them. Different learning mechanisms employ different criteria by which to evaluate alternative solutions and different practical rules for rational action. The necessary and sufficient conditions for the elimination of unsatisfactory solutions (including failing ventures) vary between learning mechanisms, so that the response of a decision-maker to a refutation by market experiment differs: in one institutional context, it may be irrational to develop an entrepreneurial or strategic idea further, whereas in another it may be rational to persist with it.
More specifically, it may be possible to apply the GK approach to such issues as the comparative institutional assessment of Japanese and Western industrial corporations. In particular, the approach may be used to compare selection processes within Japanese and Western enterprises: how ideas are screened and revised during the process of product innovation and strategy formulation. For example, hard-core assumptions about strategic activity are likely to differ between Japanese and Western firms. Strategic activity is regarded as a sequential, partitioned process (comprising successive stages of problem identification, strategy formation and strategy implementation) within Western corporations. In contrast, strategic evolution is implicitly assumed by the Japanese to be a parallel, dynamically interdependent process. Ansoff (1984: Section 6.4; 1987:508) claims that this assumption is the direct result of the Confucian theory of knowledge which is embedded in Japanese culture.12

11.3 PUBLIC POLICY IMPLICATIONS

Another suggested line of inquiry is to tease out the public policy implications of the GK conception of entrepreneurship and of the market process. Rather than investigate all the factors which determine entrepreneurial activity and learning from a GK perspective, the focus will be upon those tractable variables which can be readily affected by public policy. The aim is to identify and explain the determinants of entrepreneurship which are most relevant to public policy. Among other things, I would expect to find a detailed analysis of the institutional framework and of economic policy (especially regulations).13

The GK theory of entrepreneurship is not institution-neutral. As it stands, the theory is linked to a particular set of economic, political and social parameters. It is mainly concerned with the outcomes that can emerge within a market economy or the private sector of a mixed economy. However, the theory could be extended to a wider variety of institutional contexts.

The institutional and constitutional framework includes the particular type of political and economic organisation of the society in question, the degree of decentralisation in economic decision-making and the particular system of property rights. It is expected that the specific set of institutional conditions in which entrepreneurship is conducted will have a significant effect upon entrepreneurship itself (Baumol 1990, 1993). Thus, the supply of
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entrepreneurship is endogenous to the institutional context in which it is exercised. The task of this line of inquiry would be to explain how and to what extent entrepreneurship depends upon the institutional framework.

The institutional framework determines the degree to which entrepreneurs and others are free to pursue their respective interests, to try to discover new problems and opportunities, to find ways of solving and exploiting them, to achieve rewards and to engage voluntarily in transactions with each other. In particular, the legal framework determines the degree of contractual freedom granted to entrepreneurs and other individuals. The legal framework is the product of both conscious design and of spontaneous ordering processes.

Regulatory constraints differ from the institutional framework in that they are situation-specific and less enduring. They are directly amenable to change through the policy-making process. They arise from what are perceived and expected to be unsatisfactory market outcomes. Thus, regulations are intended to modify the constellation of inputs utilised, outputs consumed and their prices, quantities and qualities from what they would otherwise be in the absence of governmental intervention.

It is expected that the GK programme will contribute most to the analysis and design of institutional structures (i.e. the rules of the game). Consequently, it could be used to address a number of fundamental questions: What should be the role of government in the economy? To what extent, if any, can government encourage or release entrepreneurial endeavour? What set of general principles should be considered in examining institutions and policies which impinge on entrepreneurship? What is the normative yardstick against which they should be evaluated? Which institutional conditions provide the best environment for entrepreneurship to flourish? How does the institutional framework affect the supply and allocation of entrepreneurial talent? How does it affect spontaneous and deliberate problem-solving on the part of entrepreneurs? The approach taken should be comparative-institutional. It would be interesting to apply the GK theory in order to explain why some economies induce only sluggish entrepreneurial responses (following economic liberalisation, for instance) whereas others are characterised by rapid and vibrant entrepreneurship.

In addition, it would also be important to investigate whether the GK programme can say anything about the mix, design and
sequencing of specific public policies. What mix of policies gives the greatest spur to arbitrage, speculation and innovation? Is the GK approach capable of being ‘operationalised’ in a policy setting? The GK approach could have very practical implications for policy-makers if it could help identify the prerequisites for an entrepreneurial environment. For what set of policy problems, if any, does the GK approach have a comparative advantage relative to other approaches?

In section 9.1, I defined a learning procedure as a problem-solving process which entails particular means of generating trials (competing entrepreneurial conjectures) and particular methods of eliminating errors (ways of controlling the trials). This simple notion can be used as a basis for analysing the impact of public policy on entrepreneurship and competitive market processes. In particular, it suggests that when formulating and evaluating individual public policies it is important to take account of their effects on the following sorts of factors: the incentives for entrepreneurs to identify new market problems and opportunities; the pattern of entrepreneurial conjectures formulated as tentative solutions to perceived market problems; the nature of the critical tests and severity of the selection pressures to which entrepreneurial ideas are subjected (i.e. the process of exposure to refutation); the refutation and elimination of entrepreneurial conjectures; the distribution of rewards from successful problem-solving; and the coordination of individual entrepreneurs’ endeavours. Consequently, any government intervention which disturbs the *ex ante* prospect of profit, the informational content of market prices, the testing function of factor and product markets, and the eliminative power of *ex post* entrepreneurial losses and business failure, will have some non-negligible effect upon entrepreneurial activity.

The GK approach may help us identify the types of regulatory impediments and specific policies which most inhibit the operation of competitive entrepreneurial processes. Ideally, for any given country in a given time period, we would like to be able to rank regulations and other policies according to the direction and magnitude of their impacts upon the level of entrepreneurial activity. (However, because of the open-ended nature of market processes and the fact that we may never know what might have been discovered by entrepreneurs in the absence of a particular policy, such judgements are likely to be fraught with difficulties – Kirzner 1985:119–149.) The range of policies that could be studied includes regulation, competition policy (including regulation of mergers, takeovers and trade practices),
macroeconomic policy (both fiscal and monetary), policies relating to state-owned enterprises, human resources policies (e.g. education, immigration, research, science and technology policies), and social (welfare) policy.

In its application to policy, the GK approach would emphasise the inherent structural uncertainty facing policy-makers in their decision situations – there is always the danger that they are working with a misspecified model. Accordingly, the fallibility of policy decisions and the possibility of Type I and Type II errors would play a key role in the analysis. The sequencing of public policies would be designed to capture the benefits of learning from mistakes committed in earlier stages. The GK approach would avoid the ‘pretence of knowledge’ that tends to permeate policy advice based upon mainstream economics. The approach would also require policymakers and regulators to specify \textit{ex ante} the possible outcomes which would suggest that a proposed policy had failed. It would stress the need for policy-makers and their advisers to be forever vigilant of the unintended consequences of policy initiatives.

11.4 CONCLUDING THOUGHTS

It is now widely recognised that processes of learning are crucial to most phenomena which economic theorists seek to explain. For too long, however, economists have paid only lip service to this fact and have resorted to makeshift devices. This book is the first systematic attempt to build a dynamic theory of entrepreneurial learning based upon Popper’s ideas on the growth of knowledge. The thoroughgoing application of Popper makes a significant contribution towards upgrading the treatment of knowledge and learning in economic theory.

One of the objectives of Part III has been to appraise the GK theory of entrepreneurship. According to the standards of Lakatos’s (1970:119) methodology of scientific research programmes, it can be argued that the GK theory (which is the first in a series) is scientific because it is at least theoretically progressive. Novel predictions can be deduced from the new theory which are not derivable from competing theories of the entrepreneur. Some of these predictions are both temporally and logically novel (cf. Musgrave 1974a, 1978). The new theory makes predictions which conflict with those of previous theories of entrepreneurship as well as predicting phenomena, about which rival theories remain silent.
The logical novelty of the new theory includes its explanation of entrepreneurial learning. By formally building in explicit conjectures about the entrepreneur’s methodology and the nature of entrepreneurial knowledge, the new theory lays the groundwork for explaining entrepreneurial learning and the endogenous dynamics of the market process. Even though they characterise the entrepreneur as a type of learner, at least two previous theories (namely, those of Kirzner and Casson) fail to elucidate the entrepreneur’s learning methodology and/or implicitly rely upon inadequate justificationist theories of knowledge and learning. They are not able to explain entrepreneurial learning in the market context on the basis of entrepreneurial alertness or judgment alone. As a result, their conception of entrepreneurial knowledge is not wholly dynamic.

The study has also outlined a test by which the excess empirical content of the GK theory could potentially be corroborated. This test will involve obtaining new kinds of evidence at the micro-analytic level (such as that acquired by the Entrepreneurial Learning Methodology Inventory). Only independent empirical testing can determine whether the GK theory of the entrepreneur represents an empirically progressive as well as a theoretically progressive problem shift. It may take some time before the GK programme is seen not only to predict but also to produce genuinely novel facts, that is, to lead to the actual discovery of some hitherto unexpected facts.

I make no pretensions to having produced a theoretical system that can compete with the neoclassical (microeconomic) research programme. At this stage in its development, the GK programme does not by any means offer a complete and coherent alternative to the neoclassical programme. But the GK approach has the potential to solve problems for which neoclassical economics is ill-suited. It provides a fresh approach to crucial issues that have largely been ignored by mainstream theory; let us not forget that there is no neoclassical theory of entrepreneurship. Some commentators may argue that there is no reason to abandon or to do research outside the neo-classical research programme until a ‘really convincing’ replacement is in place (Blaug 1980:186). However, I regard such a blinkered strategy as inhibiting the growth of knowledge in economic theory. A replacement to neoclassical theory will only emerge if a number of new theories is offered for extensive theoretical development and empirical trials.

Popper and Lakatos emphasise the importance to the growth of knowledge of proposing a sufficient number of competing theories.
of sufficient variety (Lakatos 1970:121; Popper 1963:313). Given the absence of a well-corroborated economic theory of the entrepreneur, the development and testing of rival theoretical systems in this area should be regarded as a priority on the agenda of economic research. The GK theory is one such candidate which has just entered the competitive arena. The fruitfulness of the GK research programme itself can only be decided as further theoretical and empirical work within it is undertaken. The long-term survival of the GK programme, as for all theoretical innovations, will ultimately depend upon its performance relative to that of competing theory-sequencies – its ability to solve problems better than its rivals.

Given that there is an entrepreneurial element in all decision-making, and that this theory sheds new light on what constitutes entrepreneurship, it follows that the GK approach has profound ramifications for our very conception of economic decision-making. Consequently, the GK approach may have effects which extend well beyond its original and intended target. Indeed, the approach could be applied to a wide spectrum of economic behaviour and could lead to the development of new theories of demand (consumer behaviour), of the firm, of investment, and even of the business cycle.

The GK theory is a fertile approach which makes bold new predictions about entrepreneurial behaviour and the character of the market process. It deserves to be developed further and tested empirically so that we can have a real opportunity to find out its strength. I am optimistic about its prospects.

NOTES

1 Venture capital is defined here as equity provided to highly uncertain – not necessarily high-tech – activities, and it is primarily associated with financing small, potentially high growth, innovative companies at an early stage of their development.

2 See Harper (1992: chs 10, 11) for an initial attempt at such an application.

3 See: Burker (1983); Jelinek, Smircich and Hirsch (1983); Kilmann, Saxton and Serpa (1985, 1986); Lorsch (1986); O’Toole (1979); Pettigrew (1979); Schwartz and Davis (1981); and Tunstall (1986).

4 Some models in the strategic management literature also provide an account of Kuhnian ‘normal’ strategic behaviour in organisations. In what Ansoff calls ad hoc management models, for example, the perspective is psycho-sociological. Managers are very much in evidence and they drive the firm to high performance norms. But they do this within a sympathetic historical culture, and are therefore able to gain a supportive consensus for their decisions. While the

© 1996 David A. Harper
power of inertia is strong, managers use this power by sticking to *incremental changes*, consistent with historical behavior of the firm. (Ansoff 1987:509; emphasis added)

Two examples are Quinn’s (1978, 1980b) model of logical incrementalism and Mintzberg’s (1973, 1978, 1980) model of strategic behaviour. Mintzberg’s model emphasises that although individual managers make their decisions locally without an overall plan of the firm, decisions by different managers will be consistent with one another because they depend upon a shared pattern of experience of the strategic history of the firm. A similar theme has been developed by Nelson and Winter (1982) and Loasby (1989:202–206). For other examples of incremental, ‘normal’ strategic processes, see Fredrickson and Mitchell (1984:401).

Although outside the GK programme, an interesting task would be to apply the rhetorical approach (Klamer 1984; Klamer, McCloskey and Solow 1989; McCloskey 1983, 1986) to the process of strategy formulation in the firm. According to this view, strategy formation would be regarded as a social activity in which CEOs seek to persuade other top managers, middle management and the board of directors by means of rhetorical devices. The process of strategy formation would then be seen to involve managers trying to convince – by argument – an audience of the quality of their own strategic vision. Particular use could be made of Klamer’s metaphor of such a communication process as a process of negotiation (Klamer et al. 1989: ch. 17).

In contrast to Kuhnian strategic management models, Ansoff’s model assumes that managers will lead the firm into new, *non*-incremental strategic domains whenever technological, socioeconomic or political discontinuities make this necessary for the future success and survival of the firm. It also assumes that organisational inertia will not impede change (Ansoff 1987:509–510). Like Popper (1976b), Ansoff is rejecting the ‘myth of the framework’.

Other models of strategy formulation which characterise the strategic process as highly rational, systematic and comprehensive are: Andrews (1971), Grant and King (1982), Hofer and Schendel (1978), Lorange and Vancil (1977), Steiner (1979) and Thompson and Strickland (1978).

It should be noted that Ansoff’s (1984) later work goes beyond a purely rational model of strategic planning to include sociopsychological and political dimensions.

The similarity of circumstance is of course from the viewpoint of the observing economist.

Venture ‘spin-offs’ should be distinguished from the specialised form of ‘spin-outs’. In the case of venture spin-offs, the parent firm maintains trade relations with the fledgling start-up and participates in capitalisation through a minority position (Allen 1985:40). In the case of venture spin-outs, the parent organisation does not separate itself from the organisational subunit but simply changes its status, by forming an independent subsidiary, for example. The existing organisational subunit
is removed from the structure of the parent corporation but the ownership conditions remain the same (Hanan 1969a; 1976:129ff.; Nathusius 1979:237).

9 Remenyi’s (1979) approach also focuses on the role of conflict resolution within this evolutionary process: in particular, the role of academic and institutional defence mechanisms of a discipline in combating rival theories and core-threatening anomalies.

10 See too the literature on the development process in new and small entrepreneurial firms: Buchele (1967); Charan, Hofer and Mahan (1980); Churchill and Lewis (1983); A. C. Cooper (1979, 1981); Galbraith (1982); Greiner (1972); Hofer and Schendel (1978); and Kimberly and Miles (1980). See too Penrose (1959). These models typically describe the development of the firm as an internal process of linear and incremental growth (Jarillo 1989:135; Lorenzoni and Ornat 1988:41–42). In contrast, ‘external-growth’ models describe an entirely different pattern of growth for entrepreneurial firms: the use of external resources to grow beyond the limits set by the firm’s current financial, technological and managerial resources.

11 However, the transaction cost literature does recognise that opportunism may inhibit the discovery of new problems. Keller’s (1989) book on General Motors suggests that cultural factors may also impinge upon the extent to which knowledge of problems is transmitted within the firm. According to Keller, GM managers attempted to conceal problems that they had discovered. When working in a Japanese environment as part of a joint venture, they were astounded at how Japanese managers regarded problems as opportunities which are to be shared with other managers in the organisation. For a further examination of how differences in (expected) opportunistic behaviour may affect comparative organisational structures in the US and Japan, see the chapter by Casson and Nicholas in Casson (1990a: 105–124).


13 As a guide, see Harper (1994b) for an analysis of public policy and entrepreneurship from an Austrian perspective.


——(1976b) ‘How Can You Tell If They Are Going Bust?’, *Accountancy* 87, October, 42–44.


———(1979a) ‘A Critique of Friedman’s Critics’, *Journal of Economic Literature* 17(June), 503–522.
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